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Abstract 

 

Glycosaminoglycans (GAGs) are linear anionic periodic polysaccharides that play a crucial role 

in various biologically relevant functions within the extracellular matrix. Through their 

interactions with proteins, GAGs mediate processes such as cell proliferation, cancer 

development, inflammation and the onset of neurodegenerative diseases. Experimental 

approaches suffer from difficulties in the investigations of protein-GAG systems because of the 

complex nature of the GAGs. Computational studies proved to be helpful in addressing some 

of the challenges faced by experimental approaches. Nonetheless, GAGs have not received as 

much attention from the computational community as other biomolecule classes, leading to a 

lack of modeling tools specifically designed for their theoretical analysis. As a result, 

researchers, for example, must rely on existing docking software developed mainly for small 

drug molecules that differ significantly from GAGs in terms of their basic physico-chemical 

properties. It would be of great importance to develop and implement new tools that allow 

computational GAG community to study these biologically relevant molecules with the ease, 

precision and accuracy similar to the ones in computational studies of other groups of 

biomolecules. If the mentioned issues become solved theoretical approaches can not only 

complement the experimental studies but also successfully investigate areas that are not yet 

accessible for the experimental research.  

The main goals of this PhD thesis were to develop new computational tools for GAG-containing 

molecular systems and examination of GAG interactions using computational approaches. To 

achieve these goals a set of theoretical approaches were designed and applied to specific 

biologically relevant systems involving GAG molecules. 

First, the analysis and revision of currently available molecular docking tools was performed. 

This allowed for developing new approaches targeting analysis of GAG interactions. One of 

them is a coarse-grained model representing GAG monosaccharide units that has been 

developed to make the analysis more accessible for less experienced researchers in the 

computational field. In this approach, a ready-to-use script was provided for a user to elongate 

a GAG molecule in the analyzed complex. Then, a novel Molecular Dynamics (MD) based 

docking tool named RS-REMD (Repulsive Scaling Replica Exchange Molecular Dynamics) 

has been implemented for studies of protein-GAG systems. In this method, van der Waals radii 

are being scaled in each consecutive replica which allows for a faster sampling of the system. 
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Next, improvements regarding the use of explicit water model have been implemented further 

enhancing accuracy of the RS-REMD technique. In the second part of the PhD thesis, 

interactions of GAG with proteins have been investigated. In order to accomplish this, a 

representative nonredundant dataset of protein-GAG complexes has been analyzed. The effect 

of length of the GAGs on binding to protein has been studied complemented by comprehensive 

analysis of technical computational aspects regarding the performance of the MD simulations. 

Then, in the investigation of GAG influence on the APRIL (A proliferation-inducing ligand) 

protein and its receptors - TACI (Transmembrane activator and CAML interactor) and BCMA 

(B-cell maturation antigen) - new molecular mechanism of APRIL-receptor complex forming 

facilitated by GAG binding was proposed. At last, the role of water in GAG MD simulations 

has been studied. The influence of particular solvent models on highly sulfated GAGs has been 

described. It was shown that TIP5P and OPC water models performed essentially better than 

widely the used TIP3P model. 

This PhD thesis presents data that expand the general understanding of GAG-related systems. 

Additionally, novel computational techniques were designed for GAG molecular docking 

approaches, in particular, and GAG system computational analysis strategies, in general. The 

results show the importance and high potential of theoretical approaches as powerful tools in 

studying protein-GAG interactions.  
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Streszczenie 

 

Glikozoaminoglikany (GAG) to liniowe, ujemnie naładowane, periodyczne polisacharydy, 

które pełnią kluczową funkcję w biologicznie istotnych procesach zachodzących w 

macierzy pozakomórkowej. Poprzez oddziaływania z białkami, GAGi pośredniczą w procesach 

takich jak proliferacja komórek, onkogeneza, stan zapalny i rozwój chorób 

neurodegeneracyjnych. Metody eksperymentalne okazują się często niewystarczające, aby 

dokładnie zbadać układy białko-GAG ze względu na złożoną naturę GAGów. W takich 

przypadkach pomocne są metody komputerowe, które bardzo dobrze radzą sobie z 

wyzwaniami, przed którymi stawiane są badania układów zawierających GAGi. Niemniej 

jednak społeczność naukowców teoretycznych nie poświęca GAGom tak dużo uwagi jak innym 

klasom biomolekuł, co skutkuje brakiem specjalistycznych narzędzi zaprojektowanych do ich 

badań. W rezultacie badacze muszą korzystać z istniejących programów, opracowanych 

głównie do dokowania małocząsteczkowych leków, które znacząco różnią się od GAGów pod 

względem ich podstawowych właściwości fizykochemicznych. Rozwój i wdrożenie nowych 

narzędzi, które umożliwią badanie tych biologicznie istotnych cząsteczek z łatwością, precyzją 

i dokładnością podobną do tych stosowanych w badaniach obliczeniowych innych grup 

biomolekuł, ma więc ogromne znaczenie. Głównymi celami niniejszej pracy doktorskiej było 

opracowanie nowych narzędzi obliczeniowych dla systemów molekularnych zawierających 

GAGi oraz badanie oddziaływania GAGów z biomolekułami za pomocą metod 

obliczeniowych. Aby osiągnąć te cele, zaprojektowane zostały nowe metody teoretyczne, które 

następnie zastosowano do istotnych biologicznie kompleksów białek z GAGami. W pierwszym 

etapie prac przeprowadzona została rewizja dostępnych narzędzi dokowania molekularnego. 

Pozwoliło to na opracowanie nowych metod dostosowanych do układów zawierających GAGi. 

Jedną z nich jest model gruboziarnisty, w któym jednostki monosacharydowe GAGów są 

reprezentowane jako kuliste centra oddziaływań. Opracowanie takie modelu umożliwia 

prowadzenie badań obliczeniowych dla wydłużonych cząsteczek GAGów w analizowanych 

kompleksach. Kolejnym narzędziem, które może zostać wykorzystane do dokowania GAGów, 

jest opracowana w ramach badań doktorskich metoda oparta na dynamice molekularnej (MD) 

z wymianą replik RS-REMD (ang. Repulsive Scaling Replica Exchange Molecular Dynamics). 

W tej metodzie, w każdej kolejnej replice skalowane są promienie van der Waalsa, co 

umożliwia szybsze i bardziej efektywne próbkowanie przestrzeni konformacyjnej badanego 

układu.  Następnie dokładność metody RS-REMD została zwiększona poprzez wprowadzenie 
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do niej jawnego modelu wody. W kolejnej części pracy doktorskiej przeprowadzone zostały 

badania oddziaływań GAGów z białkami. Korzystając z reprezentatywnego zbioru 

kompleksów białko-GAG zbadany został wpływ długości 

GAGów na ich możliwości wiązania się z białkiem oraz wydajność symulacji MD w zależności 

od różnych parametrów obliczeniowych. Podczas prowadzenia badań nad 

wpływem GAGów na strukturę białka APRIL (ang. A proliferation-inducing ligand) oraz jego 

receptorów – TACI (ang. Transmembrane activator and CAML interactor) oraz BCMA (ang. 

B-cell maturation antigen) – zaproponowany został nowy mechanizm molekularny tworzenia 

kompleksu APRIL-receptor inicjowany wiązaniem się GAGów. W ostatnim etapie pracy 

zbadana została rola różnych modelów wody w symulacjach komputerowych. Opisany został 

wpływ konkretnych modeli rozpuszczalnika na silnie usiarczanowane GAGi. Udowodniono 

także, że zastosowanie modeli wody TIP5P i OPC pozwala na uzyskanie dużo dokładniejszych 

wyników niż przy użyciu powszechnie stosowanego modelu TIP3P. 

Niniejsza praca doktorska zawiera dane, które znacząco poszerzają dostępną do tej pory wiedzę 

na temat kompleksów zawierających GAGi. Ponadto, opracowane zostały nowe metody 

obliczeniowe służące do dokowania molekularnego oraz analizy obliczeniowej systemów 

zawierających GAGi. Wyniki zawarte w niniejszej pracy pokazują wysokie znaczenie i 

potencjał metod teoretycznych w badaniach cząsteczek GAGów. 
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1. Introduction 

 

This PhD thesis is divided into five chapters: 1. Introduction; 2. Methods used in 

glycosaminoglycan-related studies; 3. Goals of the PhD; 4. Summary of the research papers 

used in this thesis; 5. Conclusions. In the introduction, current knowledge regarding 

glycosaminoglycans and the role of the water in glycosaminoglycan-containing systems is 

discussed. Both physiochemical properties and biological functions of glycosaminoglycans are 

highlighted by corresponding scientific findings reported in research papers and reviews. Later, 

in the second chapter, both experimental and theoretical methodology used to study 

glycosaminoglycan containing systems is presented. Further, the aims of PhD research 

described in this thesis are explained. In the fourth chapter, scientific papers published within 

my PhD studies are summarized and their results are presented. In the fifth chapter, conclusions 

corresponding to the set goals are drawn. 

 

1.1. Glycosaminoglycans 

Cells express numerous molecules that perform diverse biological functions. One class of these 

essential molecules are glycosaminoglycans (GAGs), a particular type of biopolymers. They 

are long linear periodic negatively charged polysaccharides. They are the key players in 

numerous biologically relevant processes in the extracellular matrix. By interacting with a 

variety of proteins they influence proteins’ functions.1 GAGs are crucial for processes such as 

cell proliferation,2 tissue regeneration,3–5 neuroplasticity,6,7  cell maturation,8,9 cell signaling10 

and angiogenesis.11 They also affect pathological processes such as cancer development11–13 

inflammatory response13, infection,10,14 cardiovascular diseases15 and Parkinson’s and 

Alzheimer’s diseases16 or infamous Sars-Cov-2.17–20 Additionally, by attracting numerous 

molecules in the connective tissues and thus allowing loadbearing capabilities, GAGs take part 

in the osmotic swelling response.21 

All this is possible due to their intramolecular interactions with growth factors (GFs),22–24 

chemokines,25–27 integrins,28 morphogenes29 and lipoproteins.30 Many of these protein-GAG 

interactions are considered non-specific.31,32 In some cases though, they can be highly specific33 

or selective.34 The GAG-protein interactions are predominantly electrostatic driven and occur 

between sulfate and carboxyl groups of the GAG units and positively charged lysine, arginine, 
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and sometimes histidine residues on protein surfaces.35 GAG binding often represents 

“multipose binding”,36–39 which means that GAG molecules may bind to multiple regions of 

the protein or they may exhibit multiple binding patterns/positions in the same region that 

correspond to almost identical binding strength. 

GAGs are built of repeating disaccharide units made up of aminosugar and uronic acid or 

galactose.40  They are synthesized and sulfated in the Golgi apparatus.41 They may exhibit 

different sulfation patterns that alter their binding properties and conformational 

characteristics.40,42 Depending on their sulfation pattern and saccharide composition they may 

display 408 disaccharide unit variants.43 202 of these combinations are expressed in mammal 

cells.1,44  

There are several groups of GAGs: hyaluronic acid (HA), heparan sulfate (HS), heparin (HP), 

chondroitin sulfate (CS), dermatan sulfate (DS) and keratan sulfate (KS). Most popular form of 

graphical representation of GAG molecule is SNFG (Symbol Nomenclature for Glycans). 45 

All the types of GAGs are shown in Figure 1 using SNFG representation. Additionally, basic 

properties regarding repetitive unit charge, composition and size of GAG molecules have been 

listed in Table 1. 
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Figure 1. Particular GAG types (represented in SNFG representation), their composition and 

sulfation patterns. *Depending on the classification DS and KS can be defined as groups of 

chemically different molecules (according to such classification DS and KS could be sulfated 

in 3 different positions) or a specific molecule (in case of DS: GalNAc4Sβ1-4IdoA and KS: 

GlcNAc6Sβ1-3Gal). 

 

 

All the GAGs with the exception of hyaluronic acid are bound to proteins forming 

proteoglycans, a subclass of glycoproteins. GAGs can be linked to proteins via N- and O-

glycosylation, one of the most ubiquitous post-translational modifications that occur in about 

10% of the protein structures deposited in the Protein Data Bank (PDB).46 The carbohydrate 

percentage in the glycoprotein usually varies between low 1% and high 80% of its total 

weight.47 In turn, proteoglycans, a heavily glycosylated subclass of glycoproteins, can contain 
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more than 95% of a carbohydrate part, and therefore, their properties bear a much closer 

resemblance to polysaccharides than to proteins.41  

 

Table 1. Characteristics of GAG molecules: charge per disaccharide unit, composition, bond 

types and size of molecule. “dp” stands for the degree of polymerization. * Depending on the 

classification DS and KS can be considered as groups of molecules (therefore, the charge would 

be either -2 or -3 depending on the sulfation) or a specific molecule (in case of DS: 

GalNAc4Sβ1-4IdoA and KS: GlcNAc6Sβ1-3Gal). 

Name Charge per dp2 GAG composition 

and glycosidic bond 

type 

Size of the GAG (dp) 

Hyaluronic acid 

(HA) 

-1 GlcNAc (β1→4) 

GlcA(β1→3) 

15- 3*104 

Heparan sulfate (HS) -1 to -4 GlcNS (α1→4) 

IdoA(α 1→4) 

50-400 

Heparin (HP) -4 GlcNS (α 1→4) 

 IdoA (α 1→4) 

20-100 

Chondroitin 

sulfate (CS) 

-2 or -3 GalNAc (β 1→4) 

GlcA (β 1→3) 

80-200 

Dermatan sulfate 

(DS) 

-2* GalNAc (β 1→4) 

IdoA (α 1→3) 

100-400 

Keratan sulfate 

(KS) 

-2* GlcNAc (β 1→3)  

Gal (β 1→4) 

10-70 

 

 

HA is the only GAG that is not covalently bound to the protein as a part of proteoglycan. Despite 

displaying a fairly simple structure with repeating N-acetylgalactosamine (GalNAc) and 

glucuronic acid (GlcA) without any sulfation its biological function is very complex.48,49 HA 

takes part in the response to injury and inflammation, cancer formation, resistance, and cell 

migration.50 It is a hydrophilic molecule that can bind the water of weight of a thousand times 

of its own and form an extended random coil structure in an aqueous environment.50 Due to its 

water-binding abilities HA surrounding chondrocytes establishes a biomechanical structure 

protecting cartilage.51 It also plays a role in controlling ovulation via maintaining proper 
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structures of the cumulus ECM.52 In the endothelium HA prevents inflammatory cells from 

interacting with endothelial cells by maintaining a proper nonadhesive surface.53 HA often acts 

as an insulation or mechanical buffer that blocks high-molecular weight (HMW) components 

from reaching the cell’s surface without blocking the diffusion of small nutrients or electrolyte 

molecules.54 Size of the HA molecules may vary and thus influence their properties. It has been 

shown that high molecular weight (HMW) hyaluronic acid of mass higher than 1 MDa or 

around dp2.5*103 (dp means degree of polymerization) has anti-inflammatory activity,55 it 

inhibits phagocytosis,56 elastase release,57 and respiratory burst activity.58 At the same time low-

molecular weight (LMW) hyaluronic acid of around 5-20 kDa/dp16-60, increases expression 

of proinflammatory chemokines and iNOS (Nitric oxide synthase) in macrophages.59,60 High 

levels of LMW HA can be observed during myocardial infarction,61 arthritis62 and transplant 

rejection.63 Additionally, the metabolism of the HA is of a peculiar order: around one-third of 

the HA undergoes turnover daily which is one of the highest turnover rates among molecules 

in ECM.64,65 Medical and therapeutic application of HA involves visco-supplementation in 

arthritis, pain control, tissue augmentation, surgical adhesions, and wound healing.66,67 It also 

may serve as a drug delivery vector or filler in skin wrinkling.50,68 

HS is a diverse group of GAGs of which 48 dp2 unit variants are expressed in mammals.44 It is 

built of repeating units of uronic acid and aminosugar that vary in the number and position of 

sulfate groups attached to these units.69,70 HS is linked to the protein core that can be large (up 

to 500 kDa) and thus heavily affecting the function of the formed heparan sulfate proteoglycan 

(HSPG).71 The two main protein groups that HS binds to are syndecans and GPI-anchored 

glypicans. Rarely, HS can also be connected to neuropilin, betaglycan, and CD44.30,72. HS can 

be partially desulfated by endo-6-sulfatases or Sulfs, unlike other GAGs whose sulfation pattern 

rather does not change after synthesis.73,74 Additionally, HS interacts with a variety of proteins 

and very often those interactions are largely electrostatic mediated.75 Moreover, HS showcase 

GAG’s mulipose binding properties very often, therefore, may adapt several energetically 

comparable binding positions and conformations to better fit their protein partner.76 It was also 

proven that one unique fold, motif, or amino acid pattern that could define HS binding site does 

not exist.30,77 HS binding may influence function of proteins belonging to the groups such as 

growth factors, morphogenes and migration factors.71 HS is responsible for the bFGF (basic 

Fibroblast Growth Factor)-mediated fibroblast growth and myoblast differentiation.78 It is also 

often required for their activity as HS-FGF interaction is necessary for FGF binding to its high 

affinity receptor.79 Another example of the HS’s important part in controlling GFs is their role 

in influencing hepatocyte growth factor expression and activity which in turn affect multiple 
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myeloma carcinogenesis.80 HS also participates in cell signaling as it was proposed that HS is 

pivotal for the midkine’s neurite growth activity.81,82 Another big group of proteins that are 

heavily influenced by HS is chemokines which control transplant rejection, inflammation, 

autoimmunity and wound healing through their interactions with HS.83–87 

HP which could be categorized as a particular highly sulfated case of HS with a clearly defined 

sulfation pattern is often regarded as an individual GAG class due to its specific nature, complex 

interactions with its binding partners and a multitude of cellular functions controlled by protein-

HP interactions. Due to its particularly high and diverse biological relevance, HP is the most 

investigated GAG as about half of the GAG studies include HP.88 HP is crucial for the proper 

mast cell granules cytokine and protease content and thus for their function.89–91 HP and its 

mimetics are widely used in medical treatment as anticoagulants to prevent the development of 

thrombosis.92–94 Besides its anticoagulant activities HP also regulates metabolism by many 

diverse mechanisms and can be used as therapeutic in acute pancreatitis caused by 

hypertriglyceridemia.95,96 HP is also used in cancer treatment,12,97 inflammatory diseases,98,99 

diabetic associated complications100 and neurodegenerative disorders.101,102 Last but probably 

one of the most meaningful roles of HP nowadays is its role in COVID-19.17,19,20,103 It was 

shown that LMW HP is a potent drug in the fight with coronavirus and could decrease mortality 

through anti-viral, anti-inflammatory and anti-coagulant activities.104–108 

CS, another GAG class, depending on the number of sulfates, sulfation pattern, and uronic acid 

epimerization can be distinguished into seven different CS groups: nonsulfated, trisulfated, CS-

A (chondroitin-4-sulfate), CS-B (chondroitin-2,4-sulfate) also known as DS, CS-C 

(chondroitin-6-sulfate), CS-D (chondroitin-2,6-sulfate) and CS-E (chondroitin-4,6-sulfate).109 

The length of CS, similarly to DS, varies in the range of dp80-200 which is significantly lower 

than the length of HA.110,111 CS is abundant in blood vessels, tendons, ligaments and skin.112 

CS plays diverse therapeutical roles, e.g., may be used as a drug for osteoarthritis,113,114 

immune-mediated responses,115,116 inflammation.117,118 In chondrocytes, it regulates the nuclear 

transactivation of NF-kappaB and reduce nitroprusside-induced apoptosis.119 CS is also 

responsible for the development, cell progression and pathogenesis of the central nervous 

system (CNS).7,120 Similarly to other GAGs CS of different molecular weights varies in its 

biological effects, e.g., HMW CS induces synoviocyte growth and proliferation more 

effectively than its LWM counterpart.121  It was also shown that not only the size of CS but also 

its sulfation pattern matters as different CS variants differently affect FGF-2’s binding 

properties to its receptor.122 
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DS is very similar to CS in its function and structure. In fact, DS used to be named CS-B and 

classified as a particular variant of CS. The unique feature of the DS is an iduronic acid (IdoA) 

in place of the GlcA. The length of the DS is reported to be between dp100-400.123 Its function 

is very diverse and overlaps with the functions of other GAGs, e.g., DS also has anticoagulant 

activity, however, the mechanism where it is involved seems to differ from the mechanisms 

where other GAGs are involved.124 DS was also shown to play an important role cardiovascular 

disease.125 Additionally, DS was found in the capillary endothelial cells in angiogenesis 

associated with inflammation.126 Its role in angiogenesis was also shown in cancer-related 

studies where removal of DS resulted in the reduction of metastasis.127 Moreover, multiple 

studies reveal the role of DS in cancer development.128–131 There have been also multiple 

disorders reported to be associated with the disruption of DS synthesis.132–134 Besides this, DS 

is important for homeostasis,135 tissue development,136 cell migration,137 wound healing,138 and 

assembly of ECM.123 

KS is built of N-acetyl-β-glucosamine (GlcNAc) and β-galactose (Gal) as it is the only GAG 

that does not consist of any acidic unit, either iduronic or glucuronic acid.139 KS located in the 

cartilaginous tissues may also contain some fucose residues, N-acetylneuraminic acid and sialic 

acid140 and thus is distinguished as an KS-II.141 KS in brain was named KS-III as it also differs 

from the regular KS by containing mannose units.142 Although KS is the least investigated GAG 

its role and significance have been lately described in several studies.141,143 KS can bind growth 

factors and morphogenes and thus is involved in corneal development and healing.144 It has 

been also shown that KS takes part in cell signaling.145 KS plays a role in tissue hydration and 

weight bearing.146 KS forming a proteoglycan within osteoadherin may regulate apoptosis and 

growth of the osteoblast cells147,148 as well as their differentiation and mineralization.149 It also 

plays a role in tooth150 and cornea151 development as well as arteriogenesis152 and 

atrioventricular canal formation.153  

 

 

1.2. The role of water in GAG-containing systems 

Water is essential for all living organisms and is pivotal for very heterogeneous processes such 

as proton transport or protein folding. It is also immensely important in GAG-containing 

molecular systems. It was proposed that protein-GAG interplay can be stabilized by solvent 

molecules which function as structural water that help in maintaining proper interactions.34,154–
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157 In contrast to protein-protein interfaces in protein-GAG interfaces there are around three 

times more water molecules and about half of the protein-GAG contacts are mediated by 

water.158 Another argument for the inestimable role of water is the importance of electrostatic 

interactions in GAG systems.159 Relevance of dynamic behavior of the water surrounding of 

GAGs on the proper saccharide unit’s conformation was reported in multiple studies,160–162 e.g., 

water’s role is important in the binding of GAGs to hydroxyapatite surfaces.163 It was also 

proposed that the presence of water is necessary for the GAG’s pivotal role in sustaining the 

toughness of the bone tissue.164 Some studies show the importance of the desolvation penalties 

in the GAG binding affinity suggesting how crucial the solvation component and thus water is 

in protein-GAG interactions.165,166 Water also mediates the contacts of GAGs and 

phospholipids in the synovial fluid.167 In the study of Sarkar et al. it was shown that water is 

essential for the proper binding site conformation and is involved in the recognition of the 

ligand.166 Van Dam and coworkers showed the importance of water in the structural properties 

of hyaluronic acid.168 There are several studies analyzing protein-GAG complexes that illustrate 

that both water bridging and non-bridging interactions are necessary for GAG 

recognition.154,156,169,170  In the work of Jana et al. it was reported that the hydration shell of a 

protein-GAG complex is essential not only for facilitating the recognition process but also for 

preserving the complex's structure.154 Authors also claim that reduction in water density in the 

protein-GAG complex is a crucial factor in facilitating the recognition between the protein and 

the carbohydrate, as it involves the removal of water molecules from their binding residues. In 

the study of Gandhi and Mancera, the authors reported that 2-O-sulfate group’s interactions of 

IdoA residues with protein are mainly mediated by water.170  
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2. Methods used in GAG-related studies 

 

GAGs have been investigated using a multitude of different experimental and theoretical 

approaches. This relatively high interest in GAG molecules among other carbohydrates or their 

derivatives may be caused by their high biological relevance, ubiquitous presence in the 

eukaryotic cells as well as curious, complex and complicated high structural variety. Thus, 

obtaining more information regarding GAGs’ structure and properties could potentially 

elucidate their interaction with their pivotal protein targets. Therefore, identification of GAG 

binding sites, recognition of protein motifs specific to GAGs and explanation of protein 

structural changes or oligomerization events induced by GAGs would help in understanding 

many key processes ongoing in our organisms. 

 

2.1. Experimental approaches for GAG-containing systems  

2.1.1. Nuclear magnetic resonance 

 

Nuclear magnetic resonance (NMR) is a widely used technique to study GAG systems.32,171,172 

Only X-ray surpasses it in the amount of solved GAG structures. One of the main reasons for 

the popularity of this method in the GAG field is the high flexibility of the investigated 

molecules and therefore limited use of other techniques for structural investigations. In this 

spectroscopic method using electromagnetic waves in the range of radio waves nuclear spins 

of the investigated molecules are affected.173 Afterwards, during the relaxation of the spin the 

nucleus emits specific electromagnetic waves corresponding to specific energy states that can 

be detected and analyzed. Every nucleus can be characterized by the energy spectrum that is 

determined by its chemical environment. Therefore, using NMR one can solve the structure of 

the investigated molecule by analyzing the number and position of chemical shifts (a resonant 

frequency of a nucleus that is relative to a standard in a magnetic field).174 NMR phenomenon 

is used in different NMR-based techniques such as saturation transferred difference, chemical 

shift perturbation, or transferred nuclear Overhauser effect. Additionally, many state-of-art 

methods including solid state NMR, isotopic enrichment and paramagnetic labeling of GAG 

ligands or WaterLOGSY (Water−ligand observed via gradient spectroscopy) have been used in 

GAG studies. Among those methods, the most popular one is the analysis of chemical shift 
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perturbation (CSP).175 In protein-GAG studies CSP is usually used with 15N-labeled proteins 

allowing for the identification of GAG binding sites.172 This technique was successfully applied 

to characterize the binding site and interactions of Interleukin-8 (IL-8) with GAGs.176 Arguably 

the biggest contribution of the NMR to the GAG field was solving the structure of different 

GAG variants. For example, knowledge of the heparin dp12 structure (ID PDB: 1HPN177,178 ) 

was a huge leap in the GAG structural studies and also allowed computational approaches to 

not only study the unbound HP molecule using this experimental structure as a reference but 

also to model HP in the complexes with proteins where the interactions were confirmed but the 

experimental structure was unavailable. Another example of GAG’s solved structure using 

NMR is CS: in the work of Sattelle et al.179 structural model of the dp6 CS (PDB id: 

2KQO179,180) was proposed and it was shown that 4-sulfation has little effect on its backbone 

conformation. NMR spectroscopy was used also to solve the structures of HA (PDB ID: 

2BVK181,182) showing that HA folds into a contracted left-handed 4-fold helix.181 In the study 

of García-Mayoral et al.  this technique was used to solve the structure of Eosinophil cationic 

protein (ECP) – HP trimer complex.183 Amino acid residues significantly contributing to the 

GAG binding have been analyzed and it was shown that 2S0 IdoA ring conformation is preferred 

by protein for the GAG recognition. Nuclear Overhauser effects (NOEs) analysis was 

successfully applied to characterize conformations of the IdoA rings in the HP disaccharides. It 

was shown that IdoA is flexible and exists in the form of equilibrium between 1C4, 4C1 and 

2SO conformers in the free state.184 NOEs were also used in a similar study of Hricovíni et 

al.185, where the HP/HS-mimicking synthetic saccharides were used to unravel the importance 

of the IdoA ring conformation on the biological activity of the antithrombin III showing that 

2SO conformation of IdoA was dominant. Another widely used approach in the GAG studies 

by NMR GAG is the use of paramagnetic labels.186–188 This technique allows for the detection 

of weak protein-GAG interactions and straightforward determination of the orientation and 

position of the ligand on the protein surface.171 One example of the research conducted using 

paramagnetic labels is the work of Moure et al.189 where 15N labeled amide nitrogens of lysine 

residues were used allowing for the detection of the binding site of HP and determination of the 

atomic level model of the complex. 
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2.1.2. Electron microscopy 

 

Electron microscopy (EM) is a relatively new technique if it comes to solving molecules’ 

structures with high resolution. Nevertheless, lately, this technique began rapidly surging in 

popularity. The idea behind this technique is based on the fact that the wavelength of the 

electron is tens/hundreds of thousands of times shorter than visible light wavelength which 

technically allows for that much greater resolution in comparison to the optical microscopy. In 

the EM the source of illumination is the beam of the electrons, which are shot by an electron 

emitter (e.g., tungsten filament cathode) and then accelerated by an anode.  Next, this beam of 

electrons possessing very high energy pass through investigated sample and hit the detector 

producing electric potential maps similarly to X‐ray‐derived electron density maps. EM can be 

categorized depending on many aspects. The most popular variants are transmission electron 

miscopy (TEM), scanning electron microscopy (SEM) and cryogenic electron microscopy 

(CryoEM). Although the big interest in EM emerged lately, coinciding with the award of the 

Noble prize in chemistry for the development of CryoEM in 2017, already in the year 1990 EM 

was proven to be useful in GAG studies as used for the analysis of the shapes of different GAGs 

as it showed many structural features of the KS, DS, CS and HA.190 The EM technique 

developed specially to improve its resolution is CryoEM. Although this technique is still 

developing and not at its full potential, CryoEM allows to combine some of the best features 

from both NMR and crystallography. Similarly to NMR spectroscopy, this method allows for 

the analysis of more natural conformation of the investigated molecule in contrast to what 

happens in crystals used in X-ray crystallography. At the same time, CryoEM allows for 

studying a much bigger protein-GAG complex than NMR. Even though this technique still has 

much room for improvement, especially if it comes to the resolution of the obtained structures, 

it already produced promising results, e.g., the work of Maloney et al.191 shows the structure of 

the complex of hyaluronic acid synthase (HAS) with the HA and complemented by MD 

simulations allowed for the identification of residues interacting with HA inside of the HAS 

channel unraveling the mechanism of HA biosynthesis. This work demonstrates the high 

potential of the CryoEM method and introduced a new competitor in GAG structural biology 

field. Although very promising, CryoEM is not the only option in the EM arsenal as SEM was 

also successfully applied in studies of GAGs.  This method described in detail by Koutsakis et 

al. allows for the observing of the cellular appearance in 2D and 3D cultures and thus studying 

the effect of the added GAGs on the cell morphology.192 SEM technique was also applied for 

the investigation of collagen fibrils.193,194 
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2.1.3. X-ray diffraction 

 

X-ray crystallography is a widely used technique for the determination of the position and 

arrangement of atoms in the crystal as it provides access to high resolution up to 0.5 Å. This 

technique in contrast to NMR and CryoEM is less affected by the size of the studied molecule. 

That however does not mean crystallography is without any flaws and disadvantages. First of 

all, the investigated molecule must form crystals. Secondly, if the molecule has flexible regions 

it may prevent solving the structure of these regions. Lastly, but probably most importantly 

obtained structure is “a static image” of the molecule which may not be biologically active. In 

this technique crystalline structure of the investigated sample causes the incoming X-rays to 

diffract at specific angles. Those diffracted X-rays then hit the detector and form a specific 

scattering pattern. Afterward using Fourier transformation one can obtain three-dimensional 

electron density maps from two-dimensional diffraction pictures which then are used to solve 

the structure of investigated molecules. X-ray crystallography has been the undisputed king of 

structural biology for many years. According to the RCSB PDB (Research Collaboratory for 

Structural Bioinformatics Protein Data Bank), it has been used to solve more than 170 thousand 

structures which is about 12 times more than NMR or EM.195 This technique was also very 

successful in the field of structural biology of systems involving GAGs. For example, the 

structure of DS (dp4 and dp6), dp4 CS and dp4 HA in the complex with AC lyase has been 

solved using X-ray crystallography.196 There are other numerous examples of the use of X-ray 

diffraction in the GAG studies.197–202 The database for the GAGs called MatrixDB203 created 

by Chautard et al. 204 and the GAGDB database205 created by Perez et al.206  indicate that X-ray 

diffraction is the most popular method of solving the structures of GAG complex and report 

117 and 113 solved complexes’ structures, respectively. It shows the importance and power of 

X-ray methods in the GAG field, especially when coupled with computational methods. 

Although MD approaches tend to yield the results that agree with X-ray results in general, there 

may be a divergence between them.207 

 

2.1.4. Surface plasmon resonance 

 

Surface plasmon resonance (SPR) spectroscopy is a technique that allows for label-free 

detection of non-covalent interactions noninvasively and in real-time. SPR is a phenomenon 

that involves light-induced excitement of electrons in the thin metal surface layer. The angle of 
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the reflected light depends on the refractive index of the environment (studied molecules) near 

the metal surface. If the light is constant, then the change in the reflective index (due to the 

presence of the bound molecule to the metal surface) obstructs the SPR phenomenon and thus 

can be detected as an absence of the signal.208 Numerous scientific groups describe the 

applicability and value of this technique in GAG-related studies209–213 Recently, Sandoval et 

al.214 described the use of SPR for the detection of GAG-binding proteins. In this work, authors 

presented the workflow for both identification and also characterization of the membrane and 

extracellular proteins that may bind HS. The authors also present evidence to support the use 

of the technique for the prediction of the GAG binding site. SPR spectroscopy was also 

successfully used for the detection of the interaction between HS and SARS-CoV-2 Spike 

protein region binding domain.215 In another study combination of SPR and mass spectrometry 

was shown as a promising method for probing protein-GAG interactions.216 Similarly, in the 

work of Yu et al.217 SPR was employed in the protocol for the structural characterization of 

GAGs and the detection of their interaction with proteins. Additionally, SPR spectroscopy was 

able to unravel the kinetic and structural aspects of MPXV (monkeypox virus) A29 protein 

interactions with GAGs.218 

 

 

2.1.5. Bio-layer interferometry 

 

The concept of Bio-layer interferometry (BLI) is very similar to that of SPR spectroscopy. In 

BLI, there are also molecules immobilized on the biosensor, but this biosensor then is dipped 

in the solution with the analyte. Afterward, the interference patterns caused by the binding of 

the molecule on the biosensor and the molecules of interest are measured. The binding event 

measurement can provide the user with information on rate constants, reaction rates, or binding 

strength.219,220 This technique has been reported to be extremely useful in obtaining HS/HP-

protein interaction networks. The map of the interaction of HS and HP with 170 proteins has 

been presented in the book of Vallet et al.210 In another study BLI (together with NMR and 

HPLC) was used for the characterization of HS-protein interactions and HS Biosynthesis 

Enzyme Activity.221 Groner et al. showed that BLI can also be used in medicine-oriented 

studies to obtain sulfated virus-like nanoparticles to mimic HP anticoagulant activity.222 BLI 

technique also allowed showcasing the importance of HS molecules on the intoxication effect 

of Cytotoxic Necrotizing Factor Y produced by Yersinia pseudotuberculosis.223 To sum up, this 
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relatively new technique was already proven to be a highly useful tool for GAG investigations 

in numerous studies allowing for binding detection or kinetics.224–227 

 

 

2.1.6. Capillary electrophoresis 

 

Capillary electrophoresis (CE) is a molecule separation method that uses electric current for 

separation. In this particular version of electrophoresis capillaries of submillimeter diameter are 

used. This technique, dependent on the conditions and types of equipment can be divided into 

affinity capillary electrophoresis (ACE), capillary electrokinetic chromatography (CEC), gel 

electrophoresis (CGE), capillary zone electrophoresis (CZE), frontal analysis continuous 

capillary electrophoresis (FACCE) and others.228 In the work of Heegaard et al. use of the ACE 

method allowed for the identification of the amino acid sequence responsible for HP binding to 

the serum amyloid P component (SAP).229 The same group investigated also the SAP-HP 

binding properties and the differences in the binding with and without the presence of the 

divalent metal ions.230 Similar studies were also conducted by other groups.231,232 In one of 

them, CE allowed for calculations of HP binding affinities to different forms of Cleaved beta 

2-microglobulin revealing high differences in the binding potential to HP.233 Another variant 

of electrophoresis, CZE was used to assess measured dissociation constants between the HP 

and SAP-derived synthetic peptides.234,235 One more example of successful use of CE, this time 

the FACCE variant, was showcased by Hattori et al. in the work where the researchers were 

able to elucidate the nature of the interaction between HP and BSA.236 Overall, CE has been 

shown to help better describe interactions of GAGs and their binding partners in numerous 

studies.217,237–241 

 

 

2.1.7. Circular dichroism 

 

Circular dichroism (CD) spectroscopy is a technique in which optically active molecules (chiral 

molecules which rotate light) are being investigated in terms of their ability to absorb differently 

left and right-polarized light. Typically, this method is used for the investigation of proteins and 

nucleic acids, their structural properties, the stoichiometry of complexes involving these chiral 

molecules and their conformational changes upon binding ligands.242 This technique has been 
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reported to be also an excellent tool for studying saccharides, including GAGs.243,244 Matsuo et 

al. have used vacuum-ultraviolet circular dichroism (VUVCD) to study in detail the structural 

features of GAG molecules (including CS, HA, HP), to unravel characteristics of GAGs’ 

constituent functional groups (sulfate, carboxyl, hydroxyl, etc.).245 CD spectroscopy is also 

useful for the investigation of GAG’s interactions,246,247 e.g., Stone et al. used this technique to 

prove HP binding to antithrombin and to investigate these interactions. They presented that HP 

facilitates factor Xa-antithrombin interactions.248 CD (assisted by MD) was able to characterize 

conformational changes undergoing in Glial-cell-line-derived neurotrophic factor (GDNF) 

protein upon binding of different GAG molecules (HS, HP, HA).249 It was shown that GAGs 

bind strongly to GDNF and induce the formation of the alpha-helical structure of the N-terminal 

part of the protein and thus activate the anti-neurodegenerative properties of GDNF.249 Zsila in 

his study involving the use of CD proved that CS and HP can bind to berenil and pentamidine, 

anti-microbial drugs.250–252 Similar study was conducted by Stanley et al. where antimalarial 

drugs were reported to bind HP and thus prevent GAGs from taking part in prion protein 

conformational disorders by competitive binding.253 CD was proven multiple times to be a great 

technique for the identification of GAG-protein interactions, especially when complemented by 

molecular dynamics.254–257 

 

 

2.1.8. Isothermal titration calorimetry 

 

The isothermal titration calorimetry (ITC) technique is an excellent choice for the determination 

of thermodynamic parameters of complexes’ interactions in solution by measuring heat. It can 

provide quantitative information regarding binding affinity and stoichiometry of the analyzed 

complexes. The measured heat reflects the change of enthalpy. ITC experiments are performed 

at different temperatures that allows for the calculation of entropy and Gibbs free energy.258 In 

the ITC study of Sepuru et al. the stoichiometry of the complex between chemokine CXCL5 

and GAG was determined. ITC also assisted NMR and MD simulations with the 

characterization of the interactions of the complex.156 In the work of Dutta et al. the use of ITC 

for the determination of thermodynamic parameters of protein-GAG systems has been 

thoroughly described.259 In another study mucoadhesion properties of the GAG-based nanogels 

were investigated helping the development of new drug delivery options.260 Recently 

Malicka et al. studied HP binding to lysozyme in the presence or lack of potassium glutamate. 
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Researchers were able to provide free energy of binding of this complex and describe the 

hydration effect.261 ITC method also helped to further understand the anticoagulant properties 

of the HP molecule.262 Overall, this technique showed to be capable of providing various 

information regarding thermodynamic parameters and interactions, especially when coupled 

with other experimental and theoretical approaches.34,263–268  

 

 

2.2. Computational approaches for GAG-containing systems 

 

Due to the specific nature of GAGs as their flexibility, size, high charge, periodicity and 

multitpose binding propensity, they are very challenging to work with using exclusively 

experimental techniques. To complement experimental studies theoretical approaches can shine 

a light on the issue and tackle the problems outside of the reach of current experimental 

techniques. 

 

2.2.1. Electrostatic potential calculations 

 

Electrostatic interactions could be crucial for governing the binding of charged molecules. 

Computational methods can serve as useful tools to assess these interactions. It was already 

proven a long time ago that electrostatic potential calculations are able to help understand and 

predict molecular binding properties.269,270 GAG involving complexes are an example of 

systems dominated by electrostatic interactions.31,88,255,271–273 Therefore, assessing electrostatic 

potentials can be a very useful method of preliminary investigation of the molecules potentially 

being part of GAG systems. It was proven that simply predicting proteins motifs consisting of 

positively charged amino acids can be helpful in predicting GAG binding sites.274 Additionally, 

it has been shown that positive electrostatic potential formed by patches of protein residues are 

promising binding region for GAGs.275,276 The most recognized method for calculating such 

potentials is Poisson-Boltzmann surface area (PBSA) method which was proven useful in the 

production of potential protein’s binding sites for GAGs.277,278 In PBSA in order to model 

solvent-mediated electrostatic interactions implicit solvent models are used.279 Solutes 

represented in an all-atom model containing point charges produce an electrostatic field, both 
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in the solute and solvent region, which can be computed by solving the Poisson-Boltzmann 

equation280 

 

Equation 1 

𝛻*[𝜀(𝑟)𝛻𝜑(𝑟)] = −4𝜋𝜌(𝑟) − 4𝜋𝜆(𝑟) ∑ 𝑧𝑖𝑐𝑖

𝑖

𝑒𝑥𝑝 (
−𝑧𝑖𝜑(𝑟)

𝑘𝐵𝑇
) 

 

where ε(r) represents the dielectric constant, φ(r) is the electrostatic potential, ρ(r) denotes the 

solute charge, λ(r) is the Stern layer masking function, zi represents the charge of ion type i, ci 

is the bulk number density of ion type i far from the solute, kB denotes the Boltzmann constant, 

while T is the temperature. This approach showed to be very successful in predicting potential 

binding sites for GAGs as presented in the work of Samsonov et al.281  

 

 

2.2.2. Molecular docking 

 

Biological processes rely on the interactions that occur between biomolecules. To comprehend 

these processes and to identify molecules that can be utilized as bioactive substances 

computational approaches serve as primary tools. Molecular docking has become an 

indispensable tool in drug discovery and studying molecular interactions since its appearance 

in the 1980s.282 This technique is able to predict the preferred orientation of a molecule when it 

binds to another to create a stable complex.283 The understanding of the preferred orientation 

can be utilized to estimate the binding affinity between two molecules. As a result, this 

technique has become crucial for the development of rational drug design protocols, which 

include structure-based virtual screening for the identification of new drug candidates and the 

comprehension of vital chemical components that govern protein-ligand interactions in 

significant biological targets.284,285 Identification of such interactions/binding conformations 

can be divided into two steps: 1. exploring of vast conformational space that represents diverse 

potential binding modes, including both prediction of the potential binding site and binding 

pose of the ligand (placement); 2. assessment of the interaction energy related to each of the 

predicted binding conformation (scoring). Some docking tools can perform so-called blind 

docking which means that the whole surface of the receptor is considered in the docking 

simulation. However, most of the docking tools are not that powerful and are limited to 
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scanning only part of the receptor predefined by the user in advance. In order to define a 

potential docking site when literature data are not available one may use cavity detection 

programs such as: POCKET,286 GRID,287 SurfNet288 or PASS.289 In order to successfully 

predict binding poses by finding the global energy minimum search algorithms 

comprehensively scan the potential energy landscape. During the process of conformational 

search, the structural parameters of the ligands: dihedral, translational and rotational degrees of 

freedom, are systematically sampled. Various techniques are utilized by conformational search 

algorithms to accomplish this task.285 A set of rules and parameters define those search 

algorithms that are utilized to predict potential conformations of the complex. Those rules and 

variables may vary depending on the goal and application of the algorithm, e.g., docking 

algorithms can be classified into two major groups based on the flexibility of ligand and 

receptor: rigid-body docking and flexible docking. These two sets employ distinct types of 

algorithms. The rigid-body docking approach takes into account essential geometric 

complementarities between a receptor and a ligand but does not account for the flexibility of 

the interacting partners. As a result, the specificity and accuracy of docking results are 

restricted, but despite the limitations they may be sometimes successful in the precise prediction 

of the binding site.290 Although flexible docking, allowing for the conformational changes of 

the interactors, requires more computational power, its gains are more valuable. This method 

involves considering multiple potential conformations of either the ligand, the receptor, or both 

molecules simultaneously. Docking algorithms typically employ multiple conventional 

techniques for exploring conformational space. Specific search algorithms are utilized and can 

be divided into several classes depending on the conceptual idea behind and application area of 

the docking tool. They can be categorized based on the criteria used for classification: 

 

1. Systematic search algorithms: 

Systematic search algorithms are a group of algorithms that perform small modifications to the 

ligand structural parameters, leading to gradual changes in the conformation of the ligand. They 

aim to investigate all possible configurations of a molecule, taking into account bond rotations, 

angles and incremental increasing in the molecule’s size.291 Due to the vast number of possible 

conformations, systematic searches may encounter the issue of a combinatorial explosion which 

can be avoided with a proper alternative approach.292 

- Incremental construction: 
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Fragmentation methods obtain ligand conformations by dividing the ligand of interest into 

fragments and incrementally constructing ligand conformations from these fragments. The 

initial ligand fragments are docked in the binding site one at a time and are gradually assembled 

increasing the size of the docked ligand. Alternatively, all fragments are docked into the binding 

site, and then they are linked covalently to form the final conformation of the full ligand.293–295  

- Distance geometry: 

The Distance Geometry algorithm utilizes intra- and intermolecular distances. It uses a reduced 

set of distance constraints often derived from the experiment and can handle a larger number 

of constraints. It accomplishes it by gradually adding additional fixed distances of reducing the 

number of already existing ones.296 

- Fast shape matching: 

Fast shape-matching algorithms rely on the geometric complementarity of the molecular 

surfaces of two molecules. Various algorithms are utilized to generate multiple structural 

conformations of ligand and receptor. Additionally, fast shape matching can anticipate the 

feasible conformations of the binding site to assess the geometric suitability of the ligand for 

the binding site topololgy.297,298 

 

2. Stochastic or random search methods 

Stochastic or random search techniques involve introducing random modifications to either a 

single ligand or a group of ligands, which are then assessed using a predetermined probability 

function, and the probabilistically favorable changes are accepted. To accomplish this, the 

algorithm produces sets of molecular conformations and explores a broad energy landscape. 

This approach prevents the final solution from getting stuck at a local energy minimum and 

enhances the likelihood of discovering a global minimum.299,300 

- Monte Carlo algorithm 

Monte Carlo algorithms generate initial configurations of the ligand in the active site, 

comprising a random ligand conformation, its rotational and translational state. This 

configuration is evaluated based on specific criteria (e.g., energy), and subsequently, small 

adjustments are made to produce new configurations. If the new configuration yields a higher 

score than the previous one, it is preserved. However, if it does not, the Metropolis criterion is 

employed to determine whether to accept or reject it.301,302 

- Genetic algorithm 
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Genetic algorithms operate on the concept of population and biological evolution. The 

arrangement of the ligand and protein is specified by a series of parameters that define the 

ligand's translation, rotation and internal conformation in relation to the protein. The 

chromosome encodes parameters that are stochastically varied and evaluated through a fitness 

function. In molecular docking, the fitness value is determined by the total interaction energy 

between the protein and ligand. Afterward, a process known as the crossover is employed to 

randomly combine pairs of chromosomes and produces a new one that inherits the genes from 

either parent. Additionally, random mutations are produced if they provide better fitness 

value.303,304  

- Tabu search algorithm 

The Tabu search algorithm involves introducing several small random modifications to the 

current ligand configuration and ranking them based on the fitness function. The adjustment 

with the least number of rejected conformations (taboos) is accepted. This technique exhibited 

good precision by preventing the simulation from becoming ensnared in local minima and 

refraining from revisiting previously identified minimal energy conformations.305,306 

As described above molecular docking serves as a tool to predict ligand poses within the 

binding site of the given receptor. Afterward, the assessment and ordering of predicted ligand 

conformations are accomplished using certain approximate mathematical functions referred to 

as scoring functions. Scoring functions have several crucial applications in molecular docking, 

namely: identifying the most probable ligand binding mode and predicting binding affinity. 

Additionally score functions can screen virtual databases to achieve mentioned goals. Those 

scoring functions can be divided into the following classes: 

 

1. Force field-based scoring 

In the development of force field (FF)-based scoring functions classical molecular mechanics 

FFs are being used that express the energy of the system as a sum of non-bonded 

(intermolecular) terms involved in molecular recognition. Force field methods could utilize a 

number of force field parameters. The idea behind this scoring function design is that the 

energy of binding can be described by a sum of individual uncorrelated terms.307,308 

 

2. Empirical scoring 

Empirical scoring functions comprise multiple energy terms, and the weights of these terms are 

determined using experimentally observed values obtained from regression analysis based on 
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experimental structures and binding energies. The simplicity of these energy terms makes the 

calculation of binding scores much faster than with force field scoring functions. However, 

despite their speed and direct estimation of binding affinities, this type of scoring schemes 

experiences major limitations, such as the penalty term for poor structures or high dependence 

on the position of the hydrogens.309–311 Another drawback of this approach is the fact that the 

use of large training sets can lead to the inclusion of methodological artifacts caused by 

overtraining.309 Additionally, it also shows a worse performance when applied to heterogeneous 

datasets as usually they are trained on homogenous sets.312 

 

3. Knowledge-based scoring 

Knowledge-based scoring functions are developed by analyzing statistical data on 

intermolecular interactions gathered from various databases. These functions are primarily 

designed to reproduce molecular structures rather than for predicting binding energies. Some 

of the popular implementations of such scoring functions include the Potential of Mean Force 

(PMF) and DrugScore, which rely on pairwise atomic potentials. These scoring functions aim 

to capture the binding effects implicitly, which could be challenging to model explicitly. This 

is in an opposition to empirical approaches.313,314 

 

4. Machine-learning scoring 

Similarly to knowledge-based and in contrast to classical FF scoring functions, these functions 

do not assume a pre-determined functional form for the relationship between binding affinity 

and the structural features that describe a protein-ligand complex. Instead, they infer the 

functional form directly from the available data. As a result, machine-learning scoring 

functions have the possibility to outperform classical scoring functions in predicting binding 

affinity for a wide range of protein-ligand complexes. However, one needs to be careful when 

using methods with such functions as although they look powerful, they may fail to properly 

predict the energies of the complexes that are not sufficiently represented in the available 

data.315–317 

One more important way of picking particular poses after docking other than relying simply 

on the scoring function is clustering. It relies on the assumption that events which occur in 

clusters are not random. Docking involves a fundamental principle wherein clustering occurs 

due to molecules being steered towards a low free-energy attractor in the binding region thanks 

to long-range electrostatic and/or desolvation forces together with shorter-range van der Waals 
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forces. It was shown that utilization of optimal radius for the electrostatics and desolvation free 

energies enhances the differentiation of near-native complex structures even further.318 There 

are several clustering strategies but most of them simply rely on using the algorithm to find the 

structures with the largest number of neighbors containing a given number of shared atoms 

within a specified radius. 

 

In an ideal scenario, the combination of a search algorithm, scoring function and proper 

clustering procedure should produce a solution that closely matches the position of the natural 

ligand in regard to the receptor in the experiment. However, in practice, docking algorithms 

are evaluated based on their ability to reproduce known ligand conformations in an 

experimental structure within a specific margin of accuracy. They should be constructed with 

the aim to recognize the conformation closest to the experimental structure as the best solution. 

In the case of small drug molecules docking algorithms very often succeed in this task. 

 

 

2.2.3. Strategies and application of GAG molecular docking 

 

Since the first computational investigation on protein-GAG interactions in 1989319 where two 

consensus sequences for HP binding have been reported (–XBBXBX– and –XBBBXXBX– 

where X = hydropathic residue and B = basic residue), there have been multiple molecular 

docking studies on GAG-containing systems. Docking tools used then may seem rudimentary 

to nowadays standards. Although molecular docking for small drug molecules and protein-

protein docking is becoming better and better in performance there has not been any major leaps 

in docking of GAGs. The computational field of GAGs is simply lagging behind tools dedicated 

to other types of molecules as there have been very few attempts to fix this issue. This is because 

many researchers rely on docking programs that were not developed specifically for GAGs. 

Although there is an abundance of docking software, those optimized for other ligands usually 

do not perform satisfactorily when applied to GAG systems.320,321 In the work of  Uciechowska-

Kaczmarzyk et al.320 only a few of the fourteen compared docking tools yielded acceptable 

results. Additionally, some of those programs were not free of charge. Among the tested 

software, AutoDock3322 seems to be the best and most widely used free-of-charge tool for GAG 

docking.320,323 Nevertheless, it is still limited in many aspects, e.g., a major flaw of AD3 is the 

limitation in the number of torsional degrees of freedom that is represented by the number of 
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rotatable bonds in the ligand. For the long and flexible GAG molecules 32 torsional degrees of 

freedom allowed by the program are not sufficient to sample the ligand conformational space 

efficiently, which forces the user to manually picking of the most relevant ones. This also 

implies that docking results obtained for GAG molecules longer than dp8/10 are at least 

questionable in terms of the reliability and quality. Some docking programs particularly 

dedicated to GAG molecules have been based on AutoDock, such as Vina-Carb324 and 

GlycoTorch Vina325. Both of these programs clearly outperformed AD Vina326 and Glide327 for 

the same protein-GAG dataset,325 however neither of them took up the glove to challenge the 

AD3 and to directly compare the results with AD3 results. 

Some of the researchers may not be experienced with computational approaches and docking 

software thus user-friendly servers, such as ClusPro, HADDOCK, or SwissDock, may be very 

helpful.328–331 Although their advantage is rather general accessibility than the quality (server 

programs usually do not offer the level of adjustable options as the regular docking software) 

they proved to be valuable tools, especially for someone without the expertise or with time-

constrained ability to learn the use of standard docking tools. For example, ClusPro in the 

important study on SARS-CoV-2 helped in describing interactions between SARS-CoV-2 spike 

protein and HS.18 HADDOCK showed its potential in a GAG-related study where interactions 

between heparin and CXCL-8 were analyzed.38 As an alternative method to the use of a docking 

software could be the manual placement of the given molecule near the anticipated binding site. 

Then the obtained structure could be refined by the regular MD simulations in order to find 

potential binding poses.214,332 

Lately, a few entirely different approaches emerged to overcome the obstacles experienced by 

using conventional docking tools for GAGs. One of them is a method called Dynamic 

Molecular Docking (DMD)333 which involves using a steered molecular dynamics approach to 

move a GAG molecule placed somewhere in the bulk solvent towards its binding site on the 

protein surface. This is achieved by using Jarzyński equality,334 which describes free energy 

difference between two states of a system, that applies an additional distance-dependent 

potential between chosen groups of atoms in the protein and GAG molecule. DMD allows for 

full flexibility of both GAG molecules independently of their length and receptor. One 

significant drawback of this method is the need for a priori knowledge of the binding site, 

which is not always plausible. Additionally, the method is computationally expensive due to 

the size of the periodic boundary box required for the starting intermolecular configuration with 

the use of an explicit solvent model that is recommended with this approach. One more tool 

that is potentially useful for docking longer GAG molecules is the fragment-based approach.335 
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This method involves sampling the protein's surface by docking trimeric fragments of a GAG, 

which afterward are assembled into longer chains based on their overlaps. This approach allows 

for the docking of longer GAG molecules. Unfortunately, there is a major drawback in case 

when a GAG binding site is located near negatively charged amino acid residues. While 

positively charged residues energetically make up for the mentioned inconvenience in case of 

longer GAG molecules, short 3-residue fragments may be avoiding patches of negative 

electrostatic potential preventing a continuous assembly of a long GAG. This would simply 

result in unsuccessful docking if the docking site is in close proximity or involves several 

negatively charged residues. There are other tools that could potentially overcome all the issues 

featured in the above-mentioned techniques. RS-REMD is a novel MD-based method initially 

designed for protein-protein docking.336–338 In RS-REMD approach, the van der Waals radii 

increase in different replicas, which physically corresponds to the increase of the size of the 

atoms without affecting other types of interactions in the system. This approach facilitates a 

thorough and robust search for binding sites and poses on the protein surface while allowing 

flexibility of the both docked molecule and the receptor sidechains. When applied to protein-

GAG systems it could potentially solve many difficulties characteristic of the GAG docking 

field.  

To summarize, despite the fact of some recent advances in computational approaches dedicated 

to GAGs there is still big room for improvement, especially considering its potential 

significance in terms of the high biological relevance of GAGs. 

 

 

2.2.4. Molecular Dynamics 

 

Under molecular dynamics (MD), one, in general, understands theoretical chemistry and 

computational approaches that calculate structural and other physico-chemical properties of 

biological/chemical systems by analyzing the movement of particles within these systems 

which are usually accomplished by solving Newton's equations of motion.339,340 There are, 

however, several types of approaches for describing the properties and movements of analyzed 

particles. The most accurate ones rely on quantum mechanics (QM). They calculate the changes 

in the system by approximating the related time-dependent Schrödinger equation. Nonetheless, 

there are some downsides to this approach and the biggest one is the computational cost of these 

calculations due to the extreme complexity and details of the analyzed systems that include the 
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information about the electronic structures explicitly. To overcome those challenges methods 

that use further approximations are needed to be employed, such as Monte Carlo (MC) or MD. 

In the MC method, a stochastic approach, random sampling is used to obtain statistical 

properties from an investigated system.340 This approach, however, is not suited for analyzing 

the evolution of molecular systems in time. For describing complex processes at the atomistic 

level MD simulations are much more convenient than MC. In MD, specific force fields (FFs) 

defining interatomic potentials are used to calculate potential energies and forces between any 

number of given molecules.341  

 

Equation 2 

E(𝑅)= ∑ Kr(r - req)2 + ∑ Kθ(θ - θeq)2 + ∑ 𝐾ϕ(1 + cos(𝑛𝜙 − 𝛾)) + dihedralsanglesbonds

∑ 𝐾𝜔(𝜔 − 𝜔𝑒𝑞)
2
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𝑟𝑖𝑗
)
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− 2 (
𝑟𝑚𝑖𝑛

𝑟𝑖𝑗
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]  + ∑
qiqj

4π𝜀0rij

atoms
i<j

atoms
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where E is the function of the Cartesian coordinate set, while R specifies the position of 

particular atoms. Kr, Kθ, Kϕ, Kω are force for bonds, angles, dihedral and improper dihedral, 

respectively, r is bond length, θ is the bond angle, ϕ is the dihedral angle, ω is the improper 

dihedral angle, eq describes equilibrium positions, the dihedral term is characterized by Kϕ 

multiplicity (n) and phase shift (γ), εij is Lennard-Jones well depth, rmin is the distance of 

potential minimum, rij is the distance between i and j atoms, qi and qj are the charges of i and j 

atoms, respectively and εij is a dielectric constant.  

Force field parameters and corresponding potential energy functions may be derived from QM 

calculations and experimental data. Examples of most commonly used FFs are CHARMM,342 

AMBER,342 GROMOS,343 OPLS,344 MMFF.345 Equations describing forces in mentioned force 

fields are solved simultaneously in small time steps (typically ~fs) keeping, for example, 

pressure/volume and temperature in the required range. The product of solving those equations 

are coordinates of investigated molecules and as a function of time, they represent the trajectory 

of the system. The evaluation of this trajectory may provide macroscopic properties and a 

description of dynamical processes occurring in the system. 

All atom (AA) simulations have proven that with recent advances in computational hardware 

of personal computers and supercomputers, it is possible to simulate systems in the millisecond 

range.346 Additionally, even the complexity of the simulated system has gone up drastically as 

now it is possible to observe crowding in cellular systems consisting of membrane, proteins, 

RNA, metabolites, ions, and water.347 Although those achievements are of great value, AA MD 
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simulations are not always able to be performed for very complex systems, especially, when 

changes at a long timescale need to be observed.  For the longer time range of simulations and 

the improved sampling of the different regions of the configurational space other approaches 

may provide with more reasonable computational cost. 

 

 

2.2.5. Coarse-grained approaches 

 

AA simulations can provide a high level of molecular details of any given system. However, 

sometimes it could not be reasonable to simulate big systems in a long-time scale due to the 

requirement of colossal computer resources that are not available for most users. A trick to 

overcome this challenge is to apply a higher level of abstraction to the representation of 

investigated molecules. It can be done by representing a group of atoms as a united residue and 

therefore limiting the complexity of the system due to a lower number of interactions and 

degrees of freedom which leads to more extensive sampling and the ability to simply study the 

same system but in much longer scale at the same cost.348 FFs using such models are described 

as united-atom or coarse-grained (CG) force fields depending on the level of particle 

abstraction. Those models by their nature tend to provide lower accuracy due to less complex 

description of the molecules. Nevertheless, such models may be sufficient when atomistic 

precision is a lesser concern and the main focus is the more global dynamic evolution of the 

studied system. The parametrization of CG models can follow two ways: top-down and bottom-

up. While the latter approach is more physics-based and similar to the development of AA 

models, in the former experimental data are applied for parametrization.349 MARTINI FF350–353 

is an example where two of those strategies are combined: nonbonded interactions rely on 

experimental findings whereas bonded interactions are derived from AA simulations. 

MARTINI can be applied to systems involving polysaccharides, proteins, and nucleic acids. 

Such universality is helpful in the examination of a complex system involving carbohydrates 

(glycoconjugates, functionalized glycomaterials) and the investigation of protein-carbohydrate 

interactions.354 Other important examples of commonly used CG FFs are 

UNRES/UNICORN,355,356 PRIMO,357 SCORPION,358 AWSEM,359 SIRAH,360 LAMMPS.361 

 

2.2.6. Molecular dynamics of GAG-containing systems 
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2.2.6a. AA simulations 

 

Generating force fields for carbohydrates poses unique challenges. One challenge is the com-

plexity of the tertiary structures of monosaccharides due to their exceptionally high number of 

chiral centers. Additionally, the molecular geometries and electrostatic landscapes of carbohy-

drates can be difficult to predict and model because of their electronic characteristics.362 Devel-

opment of such force fields goes back to 1968 when the first studies on aldopyranose confor-

mation were conducted.363 Although around the 80s some of the general FFs for carbohydrates 

started to emerge,364–366 there was a need to wait another 10 years for the introduction of first 

specific carbohydrate FFs implemented in CHARMM, GROMOS and AMBER, which are per-

haps the most popular FFs nowadays.367–369 Moreover, an additional couple of years had to pass 

before the appearance of more specialized carbohydrate FFs such as GLYCAM370 that could 

be considered a breakthrough in the carbohydrate modeling field. Although mentioned 

GLYCAM, CHARMM, and GROMOS FFs differ in some aspects they usually yield simi-

lar/comparable results and have a lot in common.371 Taking into account the complexity of 

interactions involving GAG molecules AA MD simulations are the most popular choice as they 

should provide more accurate results at the atomistic level. 

Simulations with GROMOS: In 1998 Kaufman et al. modeled dp2 and dp3 hyaluronic acid mol-

ecules in order to better understand their hydration effect.372 In this seemingly simple study 

initial coordinates were taken from the crystal structure, and dynamic reorientation of water 

molecules near the HA polar groups was observed. One of the first studies on HP using GRO-

MOS was conducted by Veril et al.373 It was a quite burdensome task as at first authors had to 

derive HP topology with the PRODRG program374 from the NMR structure (PDB ID: 

1HPN).177 The topology then had to be modified using S—N bond length values from sulfona-

mide groups of GlcN residues, and the charge values needed to be calculated using the QM 

approach. Such obtained parameters optimized for HP provided good agreement with the ex-

perimental data in terms of average torsions of inter-glycosidic linkages. Another example of 

the use of GROMOS is the study of Gandhi and Mancera who tried to reproduce the puckering 

of IdoA2S375 They were able to show the transition from the skewed boat to the chair confor-

mation in the presence of SPC/E water while not observing a reverse, chair to boat, transition. 

Cipla and coworkers applied QM and MD simulations to study configurations of CSc and dis-

covered that the use of standard parameters resulted in nonphysical behavior of sulfates such as 

disorientation and deformation of geometry. Luckily, reparametrization using charges derived 

from QM improved sulfate groups' behavior and enabled their MD simulations in SPC water.376 
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Simulations with CHARMM: CHARMM was used already in 1991 by Scoot et al. to success-

fully investigate structural characteristics of the HA and CS molecules simulated in water and in 

vacuo.377 Later on Almond and coworkers have analyzed conformational preferences of the HA 

molecule.378–380 For this they compared two different CHARMM FFs and performed MD sim-

ulations using the TIP3P water model. Additionally, the authors also compared fiber diffraction 

data with their MD results. X-ray fiber diffraction data were also used by Wiegel et al. to study 

polar interactions CSc381 The same group in the work of Kaufmann and coworkers conducted 

almost an identical study, but this time for CSa tetrasaccharide.382 In 2000 an excellent work of 

Almond and Sheehan examined the conformational preferences of CS and DS molecules. The 

study showed similarities and differences between the data obtained from MD simulation in 

explicit solvent and from fiber diffraction.207 Ng. et al. used CHARMM to study the rigidity 

and flexibility of the tetrasaccharide linker in proteoglycans in the microsecond scale.383 

Simulations with GLYCAM/AMBER: GLYCAM FF series is by far the most used FF for the 

simulations of GAG molecules.371,384 This may be due to the fact that this FF dedicated 

specifically to carbohydrates right from the beginning in GLYCAM_93370 offered a consistent 

parameter set obtained from geometry optimization by Gaussian 90/92 at restricted Hartree-

Fock (RHF). Moreover, it was compatible with the AMBER FFs which allowed for simulations 

of protein-carbohydrate systems. A few years later, an updated version of GLYCAM was 

published.385 After another couple of years, it was followed by GLYCAM_06,386 a current 

version of this FF family. GLYCAM_06 has solved some problems of his predecessors, e.g., 

the new version fixed the issue that when compared with crystal structures the first and second 

hydration shell properties were not reproduced appropriately as experimental rates of diffusion 

and radial pair distribution between the TIP3P water model and hydroxyl groups were not 

reflected properly in MD simulations. Already in 1993, general AMBER FF was used by 

Forster and Mulloy to simulate and understand IdoA ring puckering.387 GLYCAM has been 

also used in the MD investigation of the behavior of a library of HP hexasaccharides in the 

work of Muñoz-García and co-workers388,389 The same group investigated the effect of the 

sulfate group substitutions in the conformational equilibrium of iduronate in HP mimicking 

dp3.390 In the work of Rodríguez-Carvajal et al. conformational behavior of CS was 

investigated and compared with experimental data.391 In this work, the researchers calculated 

the adiabatic energy maps for each of the constituting disaccharides of CS and their variants. In 

2014 Samsonov et al. using MD and MD-steered techniques showed the importance of explicit 

solvent in local molecular docking as well as investigated ligand and receptor flexibility in the 

GAG systems.333 In the same year the same group using three different techniques, QM, MD 
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and NMR, characterized conformational properties of GAG monosaccharides. Among others, 

they compared QM and MD results for gg/gt/tg conformations (explained in Figure 2) 

distribution for GlcNAc and GalNAc rings. In 2016 GLYCAM FF was evaluated in terms of 

parameters used for the modeling of GAGs.392 As an outcome new set of parameters has been 

added to GLYCAM for GAGs containing protonated GlcA and IdoA residues and sulfate 

groups. Hsieh et al. in another study of eight dp6 HS containing differently sulfated GlcN rings 

revealed the impact of sulfation patterns on the conformation of neighboring IdoA residues in 

HS molecules.393 Lately, Potthoff et al. revealed the potential influence of the GAG length on 

their binding to proteins.394 In this work, authors analyzed Procollagen C-Proteinase Enhancer-

1, its GAG binding site and the role of calcium ions in the GAG-protein interactions. The MD 

simulations performed with GLYCAM_06 also helped to unravel the multipose binding 

phenomenon in a microsecond-scale investigation of HP interaction with FGF1 protein.271 

Uciechowska-Kaczmarzyk et al. investigated the effect of HP binding on the Vascular 

Endothelial Growth Factor (VEGF) conformation. It was revealed that HP stabilizes the 

structure of the VEGF protein in a particular conformation and after the binding to HP this 

stable complex is able to interact with the VEGF receptor, which is crucial for cell signaling.254 

In another study Ruiz-Gómez et al. showed the importance of GAG influence on the enzymatic 

activity of Matrix metalloproteinases (MPPs) and their complex formations and proved that 

sulfated hyaluronic acid support the alignment of both MPP2 and MPP3 in fibrillar-like 

structures.395 In a recent study Bojarski et al. discovered the role of HP and HS maturation of 

procathepsin B maturation. Authors claim that GAGs are crucial for preserving the appropriate 

active site conformation, which in turn is required for enzymatic cleavage/maturation.396  

 

 

Figure 2. The gauche-trans (gt), trans-gauche (tg) and gauche-gauche (gg) rotamers of methyl 

α-d-glucopyranoside. Rotamers are characterized by O6-C6-C5-O5 torsion angle (ω angle). 

 

 



37 

 

2.2.6b. CG simulations 

 

CG approaches are significantly less demanding in terms of computational resources as the high 

computational costs of AA GAG simulations are the result of numerous degrees of freedom 

which require complex sampling schemes. This can be overcome by grouping atoms together 

into so-called pseudo-atoms and thus reducing the number of degrees of freedom.397 Molinero 

and Goddard laid the foundations for the development of CG FFs for GAGs when they proposed 

their FF for the malto-oligosaccharides.398 The first published GAG CG study was published 

by Bathe et al. one year later.399 Authors proposed the CG model for the CS and HA molecules 

and analyzed their characteristics as a function of pH and ionic strength. Sattelle et al. in two 

studies further improved CG models by emphasizing the importance of ring puckering in CG 

models and implanting it into their model. Not only they added this feature in addition to inter-

glycosidic torsions but also employed two distinct energy functions for puckering motions and 

inter-glycosidic linkages.400,401 Another noteworthy approach has been proposed by 

Samsonov et al. where authors have created a method that involves 28 pseudo-atoms 

representing functional groups based on 17 distinct GAG residues. They have shown that such 

a set of CG parameters worked well with the AMBER FF. In that work parameters for torsional 

angles, bonds and virtual bonds of pseudo-atoms were taken from AA FFs, and then restraints 

were used to reproduce equilibrium values. The investigated GAG set was composed of HP, 

HS, desulfated HS, CS, DS, HA and their sulfated derivatives which covers all GAG classes 

with the exception of KS.277 Around the same time of the works of Samsonov et al. and 

Sattelle et al., Kolesnikov and coauthors proposed a field-theoretic approach for CG modeling 

of GAGs in aqueous solutions with the addition of varying salt concentrations. This study 

utilized experimental osmotic pressure data to compute a degree of dissociation, static structure 

factor, radius of gyration and persistence length for semi-flexible polyelectrolyte chains in the 

salt solutions. By using adjustable parameters, this straightforward theoretical method 

demonstrated consistency with the experimental studies.402 There are also some CG models that 

focus on carbohydrates but did not implement GAG parameters yet. One example is MARTINI 

which allowed for the simulation of crystalline cellulose fibers.403 Another example could be 

SUGRES-1P356,404 where parameters for at least some of the GAG molecules should be 

implemented in short. One more example of potentially useful models in the future is the 

method proposed by Zhang et al. where authors proposed the use of Monte Carlo simulation 

combined with the torsion-angle MD for a range of biomolecules, including glycoproteins.405 
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2.2.7. Free Energy Calculations 

 

Various important biological processes rely on the thermodynamic properties of receptor-ligand 

binding. Reliable and accurate calculation of binding affinities is, therefore, of immense 

importance in computational biophysics and drug discovery. Knowledge of binding strength 

and the contribution of each individual residue participating in the binding process can help in 

a better understanding of many biological processes and vastly improve drug design. The 

process of receptor-ligand binding is intricate and involves several factors that influence the 

binding free energy. These factors encompass the direct interaction between the receptor and 

the ligand, the desolvation process, the energy strain of the receptor and ligand as they both 

adopt particular binding conformations as well as the alteration in the configurational entropies 

of the receptor and ligand during binding. There are several strategies and approaches for 

calculating binding free energy and although some are more accurate and reliable all of them 

have a niche to fill. For example, fast end-point techniques, such as empirical scoring functions, 

are mainly utilized for virtual screening purposes. Then, there are methods based on implicit 

solvent models such as molecular mechanics/Poisson-Boltzmann surface area (MM/PBSA) or 

molecular mechanics/generalized Born surface area (MM/GBSA) which are more accurate but 

also require more computational time. Finally, there are also more rigorous methods like 

thermodynamic integration (TI) or free energy perturbation (FEP). These methods employ MD 

simulations with the explicit solvent and are based on statistically mechanically rigorous 

postprocessing of the MD trajectories.406–409 The theory of FEP has been already proposed 

around 70 years ago.410 Since that time not that much has changed in the implementation of the 

approach and there has been a relatively small number of improved protocols based on FEP.411 

The basis FEP method proposed in 1954 for rigorous calculation of relative free energy is based 

on the Nakajima-Zwanzig equation (Equations 3 and 4). The following formula is used by the 

FEP method to compute the difference in free energy between two systems that have the same 

number of particles but different potential energies: 

 

Equation 3 

𝛥𝐹 = 𝐹1 − 𝐹0 = −𝑘𝑇𝑙𝑛 (
𝑄1

𝑄0
) = −𝑘𝑇 < 𝑒𝑥𝑝(−𝛽𝛥𝑈)0 
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where β = 1/kT, ΔU = to U1(x) - U0(x) is the difference in internal energy, the average is over 

the ensemble of the initial state that corresponds to the system with potential energy U0(x). Q 

denotes the partition function Qi = ∫ dΓ exp (-βUi). Additionally, the free energy difference 

could also be expressed as: 

 

Equation 4 

𝛥𝐹 = 𝐹1 − 𝐹0 = 𝑘𝑇𝑙𝑛 (
𝑄0

𝑄1
) = 𝑘𝑇 < 𝑒𝑥𝑝(𝛽𝛥𝑈)1 

 

 

in terms of an average over the ensemble of the final state. What is important when simulations 

are performed for both states (initial state U0(x) and final state U1(x)), they might provide 

significantly different estimates of the free energy difference between those systems. To address 

this issue method called the Bennett Acceptance Ratio (BAR) is implemented.412 It combines 

data from simulations for both states in order to yield a possibly best estimate of the free energy 

difference and to minimize the variance. 

Another useful way of calculating binding free energy is MM/PBSA and its approximation 

MM/GBSA. Those two related methods are arguably the most used in the GAG-related studies 

due to their satisfactory accuracy and relatively low computational cost. MM/PBSA was 

originally described by Kollman and coworkers.413 This method has been modified many times 

for different purposes but there is no agreement regarding the details of the best performing 

protocols as it is heavily dependent on the analyzed system.308 Free energy state in this method 

is estimated from the following equation:413,414 

 

Equation 5 

𝐺 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑒𝑙 + 𝐸𝑣𝑑𝑊 + 𝐺𝑝𝑜𝑙 + 𝐺𝑛𝑝𝑜𝑙 − 𝑇𝑆 

 

where Ebond + Eel + EvdW MM energy terms from bonded interactions (dihedral, angle and bond), 

electrostatic interactions and van der Waals interactions, Gpol is polar and Gnpol is the non-polar 

contribution to the solvation free energy. Gel term can be calculated using PB equation:  

 

Equation 6 

∆𝐺𝑒𝑙 =
1

2
∑ 𝑞𝑖(𝜙𝑠𝑜𝑙(𝑟𝑖) − 𝜙𝑣𝑎𝑐(𝑟𝑖))

𝑖
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where φ(r) is the electrostatic potential in solvent (sol) and vacuum (vac), while qi is a charge. 

In the generalized Born (GB) model, it is expressed as: 

 

Equation 7 

∆𝐺𝑒𝑙 ≈ ∆𝐺𝐺𝐵 = − ∑
𝑞𝑖

2

2𝑅𝑖
(1 −

1

𝜖𝑤
) −

1

2
∑ 𝑗

𝑞𝑖𝑞𝑗

𝑓𝐺𝐵(𝑟𝑖𝑗, 𝑅𝑖, 𝑅𝑗)
(1 −

1

𝜖𝑤
)

𝑖𝑗,𝑖𝑖

 

 

which naturally approximates MM/PBSA approach to MM/GBSA. In the Equation 7 rij is the 

distance between i and j atoms, the Ri are the so-called effective Born radii, qi qj is a charge of 

atoms i and j, ϵw is dielectric constant, fGB() is a certain smooth function of its arguments. 

Gnpol in Equation 5 is a non-polar term that is taken from a linear relation to the solvent 

accessible surface area (SASA). The TS term is the absolute temperature (T) multiplied by 

entropy (S) that could be estimated by a normal-mode (NM) analysis of vibrational frequencies 

or QH. The vibrational frequencies of normal modes can be verified at local energy minima on 

the potential energy surface using the NM method.415 Alternatively, the quasi-harmonic (QH) 

method can be employed, which involves approximating the eigenvalues of the mass-weighted 

covariance matrix computed from each member of the ensemble as frequencies of global and 

orthogonal movements.416 

An even faster end-point alternative method to MM/GBSA is Linear Interaction Energy (LIE) 

that was developed by Åqvist and coworkers in 1994417 and was derived from Linear Response 

Approximation (LRA)418 in order to compute electrostatic contributions of the binding affinity. 

To obtain ΔGbind, the obtained van der Waals and electrostatic energies are scaled by parameters 

α and β:  

 

Equation 8 

𝛥𝐸𝐿𝐼𝐸 = 𝛽(𝐸𝑏𝑜𝑢𝑛𝑑
𝑒𝑙𝑒 − 𝐸𝑓𝑟𝑒𝑒

𝑒𝑙𝑒 ) + 𝛼(𝐸𝑏𝑜𝑢𝑛𝑑
𝑣𝑑𝑊 −𝐸𝑓𝑟𝑒𝑒

𝑣𝑑𝑊) + 𝛾 

 

where γ is a constant free energy term, while α and β are experimentally assessed parameters 

that for each system should be optimized independently. One may also use default values, e.g., 

originally β was set to 0.5 for charged ligands, but this approach may result in less reliable 

results.  
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Very popular FEP, MM/GBSA(/PBSA), and LIE are not the only methods that are used for 

energy calculations of various biological systems. Another excellent and particularly rigorous 

approach is PMF that could be determined by using umbrella sampling (US) or by employing 

the Jarzyński equality during steered MD simulations.419,420 PMF calculates the free energy 

landscape of a system by integrating the potential energy of the system over all possible 

configurations and provides information on the relative stability of different conformations or 

states of the system.421 

Some studies suggest using QM (quantum mechanics) calculations to replace MM approaches 

or combining those two into QM/MM methods.308,422 In QM/MM-PBSA approach ligand could 

be treated with QM and the rest of the system using MM which theoretically should improve 

the assessment of the binding energy.423 This methodology however is not widely used in GAG-

related studies. In this kind of studies probably MM/PBSA and MM/GBSA are the most popular 

ones, e.g., it was used to calculate binding free energies in the GAG system involving VEGF-

A,254 TIMP-3,39 PCPE-1,394 IL-8,424 FGF-2,425 thioflavin T,251 ellipticine,426 BMP-2,427 

sclerostin428 and many others. Despite its very low computational cost LIE has not been as 

popular method as MM/PBSA to study GAG complexes. However, some studies reported its 

use as a helpful tool272,429–431 Although powerful, FEP has not been almost used at all to study 

systems involving GAGs as only very few studies implemented this method.166,432 

 

 

2.2.8 Water models and their role in molecular dynamics 

 

Implicit water models 

Implicit models are less complex and accurate than explicit solvents.433 However, they are still 

useful, particularly for analyzing large systems with multiple proteins where computational 

efficiency is crucial. Implicit solvent models due to their lower complexity can drastically speed 

up MD simulations up to 100 times.434 It happens by approximating solvent as a continuum and 

therefore limiting the number of atoms/molecules in the system. Additionally, sampling of the 

conformational space is much faster in the case of implicit solvents.434–437 Nowadays GB 

models are the most popular among implicit models as they are similarly accurate but less time-

consuming than Poisson-Boltzman methods.438 In the AMBER suite used in studies described 

in this PhD thesis there are several GB models (IGB=1,439 2,440 5,441 7,442 8443 ) implemented 

and dedicated to different types of systems and purposes. One needs to be aware that GB water 
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models are not compatible with polarizable force fields.444 Among their limitations, implicit 

solvent models can overestimate the strength of salt bridges,445,446 and yield secondary structure 

distributions that deviate considerably from those produced by the same protein parameters in 

explicit solvent. The GB model, in particular, tends to favor excessive α-helix content.447,448 

Explicit water models 

Explicit water models provide more accurate solvent characteristics and description of 

interactions between solvent and solute during molecular mechanics and MD simulations. 

Those types of water models can be categorized depending on whether the model is flexible or 

rigid, by the number of so-called sites which describe the number of interaction points within a 

water molecule, by considering polarization effects. Most of the water models used in MD 

simulations of biological systems are rigid. Examples of such water models are TIP3P, SPC, 

TIP4P, OPC, or TIP5P, where van der Waals interactions using Lennard-Jones potential 

between oxygen atoms, charges on the oxygen and hydrogen atoms (and pseudo-atoms on 4- 

and 5-site models) describe electrostatic interactions while the bond lengths and angles are 

fixed.449 In flexible models, additional potentials with coupling terms are introduced to account 

for flexibility.450,451 Polarizable water models are able to reproduce the effect of polarization, 

therefore they improve screening of interactions that depend on the local environment.452 

Lastly, the number of interaction points in water models used in MD studies may vary from 

two to six, with the emphasis that 2- and 6-site water models are used only for very specific 

cases (e.g., 6-site water model may be used for the study of water-ice systems453). 3-site water 

model has 3 interaction points (oxygen and two hydrogens atoms), 2-site models have a 

hydrogen-like site that averages both hydrogen atoms, the 4-site water model introduces the 

“M” pseudo-atom with an additional negative charge, 5-site models have two negatively 

charged “L” dummy atoms that mimic lone pairs of the oxygen atom, while 6-site water model 

has both “M” and “L” pseudo-atoms. Widely used 3-, 4- and 5-site models have been presented 

in more detail in Figure 3 and Table 2. 
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Figure 3. Three types of most commonly used atomistic water models in MD simulations. “M” 

in the 4-site model represents a pseudo-atom with a negative charge. “L” dummy atoms in 5-

site represent lone pairs of valence electrons. 

 

Table 2. Parameters of the selected most used water models. 

 TIP3P SPC/E TIP4P TIP4PEw OPC TIP5P 

qO −0.834 −0.8476 0 0 0 0 

qH +0.417 +0.4238 +0.52 +0.52422 +0.6791 +0.241 

qM N/A N/A -1.04 1.04844 -1.3582 N/A 

qL N/A N/A N/A N/A N/A -0.241 

rOH [Å] 0.9572 0.8724 0.9572 0.9572 0.8724 0.9572 

rOM [Å] N/A N/A 0.15 0.125 0.1594 N/A 

rOL [Å] N/A N/A N/A N/A N/A 0.7 

°HOH [deg] 104.52 109.47 104.52 104.52 103.6 104.52 

°LOL [deg] N/A N/A N/A N/A N/A 109.47 

qO is the charge of the oxygen, qH is the charge of hydrogen, qM is the charge of M pseudo-

atom, qL is the charge of electron lone pairs, rOH is the distance between oxygen and hydrogen, 

rOM is the distance between oxygen and pseudo-atom M, rOL is the distance between oxygen 

and electron lone pairs, °HOH is the angle between hydrogen atoms and oxygen, °LOL is the 

angle between electron lone pairs and oxygen. N/A = not applicable. 
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2.2.9. Water models in computational GAG studies 

 

TIP3P is the most popular water model used not only in GAG computational studies but also 

in other MD-related studies which is reflected in 37949 citations of the original work of 

Jorgensen et al.454,455 This water model proved a multitude of times to perform properly and is 

now established as a go-to solvent model in MD involving GAG systems.169,456–459 There are 

several reasons for the wide use of the TIP3P water model. The most important is probably its 

low computational cost when compared to the models with more interaction sites like TIP4P or 

TIP5P. Considering this 3-site models represent a compromise between precision and cost. 

Extreme examples of favoring cost over precision are implicit water models. Although they are 

not as accurate as explicit solvents433 they are still valuable, especially considering large 

systems with multiple proteins where computational cost is immensely important. However, 

nowadays with easier access to high-performance computing, these models become less used. 

Moreover, GB models may fail to reproduce structural features as in the case of de 

novo designed peptides.460 It was shown in multiple studies that the use of an explicit water 

model may improve the overall quality of MD simulations in docking 

protocols.169,207,273,380,461,462 It had to be admitted that not only implicit solvents are far from 

perfection but also 3-site models have their limits, and the use of more complex models may 

improve MD quality.463,464 The importance of water in GAG involving systems have been 

shown in the study of Sarkar et al.166 where it was proven that water dominates specific protein-

GAG interactions. Additionally, it was shown that the use of a proper solvent model is 

important in reproducing proper ring puckering in GAGs.375 In the study of Neamtu et al. 

influence of different water models on the properties of CS was shown.465 In that work, the 

TIP3P model favored intra-molecular H-bonds, while TIP4P and TIP5P water models 

disfavored them. On the other hand, the TIP5P model yielded a higher number of water bridges 

along the dp8 CS4 than the other models. It was also shown that the second layer of hydration 

was better represented in the case of the TIP5P water model. Despite the impact of the water 

model choice on the reliability of computational studies, there has been very little discussion 

on this matter as there was only one attempt to partially cover this topic involving GAG 

system. 373 
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3. Goals of the PhD 

 

The main goals of my PhD research consisted of the development of new computational ap-

proaches for GAG-containing molecular systems and the examination of GAG interactions us-

ing them. To achieve these goals various theoretical tools were applied to specific biologically 

relevant systems involving GAG molecules. Additionally, currently available tools were com-

prehensively analyzed to better understand the needs of the GAG research community in terms 

of the development of novel theoretical protocols for both docking and MD data analysis. 

This thesis is divided into several parts to better address the complexity and diversity of the 

investigated issues: 

 

1. Development of novel approaches for GAGs:  

- Analysis of currently available docking tools and creation of new ones.  

- Design of new approaches for analysis of GAG-containing systems.  

- Critical evaluation of the developed MD-based protocols.  

 

2. Analysis of interactions of GAG with proteins in terms of:  

- Effect of GAGs binding on protein structural properties. 

- Effect of GAGs binding on the protein function. 

 

3. Analysis of the role of water in GAG computational studies: 

- Characterization of the water models used in GAG-related studies. 

- Elucidation of the effect of the water models on the local and global parameters of GAGs. 
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4. Summary of the research papers used in this thesis 

 

The full versions of the research papers that make up this PhD thesis are located at the end of 

the thesis. This section contains only an essential summary of these publications. From here on 

the letter “D” followed by the number corresponds to the research paper included in the PhD 

thesis.   

 

D1. Evaluation of replica exchange with repulsive scaling approach for docking 

glycosaminoglycans 

 

GAGs are extremely hard to work with using both experimental and computational tools due to 

their specific nature (periodicity, flexibility, length, high charge, multipose binding 

phenomenon). There has been very little development in the area of docking programs designed 

specifically for GAGs. Moreover, programs that are currently available usually do not perform 

at the desired level. In two recent comprehensive studies, the performance of the docking tools 

was evaluated. In the first study, the evaluation of 6 docking software was conducted on the 

dataset of all protein-GAG structures available at that particular time in the PDB. In the second 

study, eight other software were tested using the dataset of 28 complexes with GAG molecules 

longer than dp3. The results suggested that while several approaches correctly predicted the 

placement of ligand binding poses, they often poorly assigned scores to the docking poses.281,320 

In order to solve the issue of the lack of GAG-specific docking tools and the dubious 

performance of the conventional ones, the newly published Replica Exchange Molecular 

Dynamics with Repulsive Scaling (RS-REMD)336 was applied to the set of experimentally 

solved 21 protein-GAG complexes with the length of GAGs ranging from dp5 to dp7. RS-

REMD is an MD-based docking tool involving Replica Exchange. Although conventional MD 

approaches are expected to extensively sample the conformational space of the ligand on the 

receptor's surface, this process is impractical and costly in reality, as molecular systems often 

get stuck in local minima in the free energy landscape.466 To address this issue, biased potentials 

as implemented in Hamiltonian Replica Exchange approaches can be utilized.467 The RS-

REMD method introduces an extra potential by increasing the effective pairwise van der Waals 

radii, while leaving other types of inter- and intramolecular interactions unchanged. This 
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approach has been proven successful for protein-protein docking.336 Protein-GAG complexes 

exhibit highly robust electrostatic interactions, which impede dissociation or significant 

alterations to the GAG binding pose during conventional MD simulations due to the formation 

of strong charge-charge interactions. To overcome this challenge and to prevent getting trapped 

in local minima, this method could be especially useful for such systems. Additionally, 

increasing the van der Waals radii in MD replicas would enable the ligand to explore the protein 

surface more thoroughly. RS-REMD when applied to 21 protein-GAG systems successfully 

predicted binding sites in 19 of them. The time required for the simulation convergence varied 

between 1 to 220 ns (16 of them converged in less than 30 ns), depending on the specific 

complex being studied. In the majority of cases, the prediction of binding poses was accurate 

regarding GAG orientation within the binding site, as evidenced by the acceptable differences 

in the structural ensembles between obtained solutions and the corresponding experimental 

structures from the PDBs. In the two cases, where the RS-REMD approach failed, binding sites 

were located in enzymatic pockets. This happened due to the fact that the REMD-RS 

simulations involve replicas with larger van der Waals radii in each consecutive replica which 

results in higher volumes of the ligand and receptor atoms than those in the unmodified force 

field. This is the reason why this method faces difficulty in achieving effective docking in the 

pocket- or groove-type binding sites. Fortunately, this should not be a vital problem since the 

vast majority of the GAG binding sites are located at the surface of the protein and only in the 

case of GAG processing enzymes those sites are found in enzymatic pockets. 
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Figure D1. Comparison of positive electrostatic potential isosurfaces obtained using PBSA 

approach from AMBER suite indicating potential GAG binding sites with the results from the 

RS-REMD docking (10 energetically best docked poses represented in cyan sticks). Positive 

electrostatic potential is colored in blue (1BFC: 5 kcal/mol · e-1, 1FQ9: 3 kcal/mol · e−1, 

1GA5N: 4 kcal/mol ·e−1, 1GAMN: 4 kcal/mol · e−1, 1RID: 2 kcal/mol · e−1, 1XMN: 2 

kcal/mol · e−1, 2GXM: 3 kcal/mol · e−1, 2HYV: 5 kcal/mol · e−1, 2JCQ: 1 kcal/mol · e−1, 3C9E: 

5 kcal/mol · e−1, 3ING: 4 kcal/mol · e−1, 3MPK: 4 kcal/mol ·e−1, 4GK2: 2 kcal/mol · e−1, 4C4N: 

1 kcal/mol · e−1, 4N8W: 5 kcal/mol · e−1.  Results correlate well with each other and 

experimentally obtained binding sites. 
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D2. Explicit solvent repulsive scaling replica exchange molecular dynamics (RS-REMD) 

in molecular modeling of protein-glycosaminoglycan complexes 

 

As the recently proposed RS-REMD method proved to be a useful tool for GAG docking, it 

still utilized an implicit solvent model, which could be inferior to the explicit ones.468 Changing 

the implicit solvent to a more accurate explicit solvent model could be of great benefit given 

how important water is in the GAG-containing systems. The quantity of water molecules in 

protein-GAG complexes is approximately three times greater than in protein-protein 

complexes, based on the currently available experimental structures.469 Roughly 50% of GAG-

protein interactions involve mediation by water, making precise modeling of water-mediated 

interactions crucial for the accurate representation of electrostatic interactions in protein-GAG 

complexes.169 Several studies have demonstrated that incorporating an explicit water model can 

enhance the quality of molecular docking in general.470–473 Moreover, using an explicit water 

model in MD simulations and docking procedures has the potential to provide significant 

benefits in their performance.207,273,380,461 Some studies have shown that water molecules bridge 

protein-GAG interactions and potentially function as structural water to facilitate molecular 

recognition and stabilizing these interactions.34,154–157 Furthermore, the TIP3P water model is 

widely utilized and accepted in protein-GAG investigations, having proven effective in this 

class of systems.456–458 Therefore, there are reasons to expect that an explicit solvent model, 

which is more sophisticated, can better describe interactions between a protein and GAG 

molecules. In this work, an improved RS-REMD protocol including an explicit water model 

was proposed as explicit solvent is expected to be superior in terms of quality of docking due 

to providing more realistic interactions between solvent and solutes.169 To test the new protocol 

three complexes were chosen: Acidic Fibroblast Growth Factor (FGF1) with HP dp6, Basic 

Fibroblast Growth Factor (FGF-2) with HP dp6 and Antithrombin III (ATIII) with HP dp8. 

These complexes were rigorously analyzed and compared with the implicit version of the RS-

REMD in terms of docking quality. Significant improvements were observed in the docking 

performance of the method: RMSatd (root mean squared atom type deviation) decreased from 

6.7 ± 5.3 Å, 5.4 ± 1.3 Å and 10.9 ± 8.1 Å to 5.4 ± 1.1 Å, 4.4 ± 0.5 Å and 2.5 ± 0.2 Å respectively 

giving improvement by 1.3 Å, 1.0 Å and 8.4 Å for the analyzed systems when comparing the 

implicit and explicit RS-REMD protocols. Ranking by MM/GBSA free energies was proposed 

as a method of binding pose evaluation. (Figure D2) Additionally, the implementation of the 
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explicit solvent did not increase the wall-time of docking simulations in comparison to the use 

of the implicit solvent protocols. 

 

 

 

Figure D2.  MM/GBSA binding free energies in the protein-GAG complex 2AXM and their 

correlation to RMSatd values of the GAG molecule (with crystal structure as a reference). 

RMSatd is a root-mean-square of atomic distances pairing up atoms of the same type that are 

closest to each other in space. This graph shows that the best solutions from docking represent 

low RMSatd values, thus confirming ranking by so calculated energy score as a viable option. 

 

 

D3. Modeling Protein-Glycosaminoglycan Complexes: Does the Size Matter? 

 

Due to the intricate structure of GAGs, which are long periodic linear negatively charged 

polysaccharides, docking these molecules has been a difficult task. While standard docking 

tools like AutoDock3 have been effective in docking GAGs of up to hexameric length, they 

encounter difficulties in accurately docking longer GAGs. Other docking methods, which are 

typically designed for smaller ligands, face similar limitations. Additionally, more powerful 

and advanced docking approaches can prove to be difficult for inexperienced users who lack 

expertise with complex in silico methodologies. To solve this issue, several user-friendly ideas 

were implemented in this study, which was divided into several parts. Initially, the MM/PBSA 
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and MM/GBSA methods were employed to determine the binding free energies in a dataset of 

experimental protein-GAG structures. The dataset for AA and CG GAGs, modeled using 

previously obtained CG parameters that portray several chemical moieties of the GAG as 

separate beads, was compared.277 Afterwards, the general applicability of these free energy 

calculation approaches for a CG GAG model was justified. Next, a new and significantly 

simplified CG model of GAG was introduced. Based on AA simulations, this model represents 

each GAG monosaccharide unit with a single pseudo-atom, which replaces parts of the GAG 

that do not establish van der Waals contacts with the receptor. These systems with CG 

components were then simulated, and the disparities between the resulting free binding energies 

in AA and CG simulations were examined. It was reported that the difference between obtained 

AA and mixed AA/CG binding energies values is 5.6%. This value is significantly lower than 

the average difference between the binding energy of dp6 and dp16 GAG which is on average 

24% in the investigated complexes. It proved that the use of a mixed AA/CG model is a viable 

approach for representing protein-GAG systems in terms of their thermodynamic properties. 

The final objective was to develop a model that permits the calculation of the free binding 

energy for a GAG of a specified length, without the requirement to explicitly simulate the full-

length GAG, using Coulomb or Hückel models of electrostatics. Unfortunately, the influence 

of the addition of each subsequent ring varied significantly for different systems. Therefore, 

without additional calibration, it was not possible to assess the energies of any given protein-

GAG system. There was also an attempt to analyze the interactions between these GAGs and 

the protein using only one further modified CG bead to represent the whole elongated segment, 

e.g., one pseudo-atom for 10 GAG residues. This approach did not yield results as convincing 

as the regular mixed AA/CG approach and therefore it was not recommended by the authors. 

All the scripts needed for free energy calculations and elongation of the GAG molecules are 

included in the supplementary materials of this research paper. 
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Figure D3. Graphical representation of mixed AA-CG GAG model where AA dp6 HP was 

docked using AutoDock3 and then using script HP was elongated with additional 10 residues 

represented as pseudo-atoms that are designed to mimic electrostatic properties of AA residues. 

 

D4. Further analyses of APRIL/APRIL-receptor/glycosaminoglycan interactions by 

biochemical assays linked to computational studies 

APRIL protein (A proliferation-inducing ligand), a member of the tumor necrosis factor 

superfamily, possesses distinctive features in comparison to its other members. Firstly, it can 

bind to GAGs through its positively charged N-terminus. Secondly, one of its signaling 

receptors, the transmembrane activator and CAML interactor (TACI), has been observed to 

bind GAGs as well. APRIL-GAG binding allows for its oligomerization and therefore to 

efficiently signal into specific target cells.474 The main cellular target for APRIL are the 

antibody-producing plasmacytes.475 Two isoforms of the APRIL protein were investigated: a 

full-length wild type of the APRIL and an N-truncated version for which experimental structure 

is available. In the case of the full-length protein missing the N-terminal part was modeled using 

the UNRES CG approach and then refined into the AA model. By utilizing experimental 

biochemical evidence and computational studies with an APRIL deletion mutant, it was shown 

that APRIL's interactions with GAGs are not limited only to its N-terminus, but some lysine 

and arginine residues in the C-termini and the loops near N-termini are involved in GAG 

binding (Figure D4). In silico analysis confirmed that APRIL prefers to interact with HP 
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followed by CS-E while binding with CS-C is less likely or even unlikely. Additionally, both 

computational and experimental approaches did not report HS binding to the TACI protein. The 

computational findings, in conjunction with the experimental results, provided atomistic 

insights into the relevant tertiary complex made up of the protein, its receptor and a GAG. Both 

computational and experimental approaches agree on the fact that N-termini of the APRIL 

protein are crucial for the binding of GAG molecules which is reflected in the fact that the 

truncated version binds GAGs weaker. Moreover, a comprehensive analysis of the free energy 

calculations was conducted using various techniques to thoroughly evaluate the computational 

methodologies employed. An optimal number of repeats of MD simulations has been obtained 

followed by an investigation regarding the minimal length of the MD simulations in GAG-

related systems. It was shown that sometimes running multiple short (10-20ns) MD simulations 

can be more effective than running a few very long ones. Moreover, this approach did not 

sacrifice accuracy and no potential lack of convergence was reported. Additionally, the docking 

scoring procedure was checked. It was shown that the selection of the docking poses by 

clustering was an effective way of picking the most relevant/representative poses from data 

generated by AutoDock3 and that the investigated poses showed the same distribution for the 

free energy values as the best 50 results (best poses) from docking. 
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Figure D4. Residues with the highest contribution to GAG binding for both truncated (left) and 

wild type (right) ARPIL protein. Amino acid residues were colored as follows: histidine – 

green, arginine – red, lysine – blue, glutamine – purple. This shows the major contribution of 

arginine and lysine to the GAG binding. For the truncated version of the protein N-terminal 

part consisting of several lysine residues is missing, thus some exposed arginine residues make 

up for the lacking lysine residues and contribute to the GAG binding instead. 

 

D5. Advanced Molecular Dynamics Approaches to Model a Tertiary Complex 

APRIL/TACI with Long Glycosaminoglycans 

Conventional molecular docking encounters significant challenges when attempting to dock 

GAGs longer than dp6-10. This study, for the first time, utilized all-atomic repulsive-scaling 

Hamiltonian replica exchange molecular dynamics (RS-REMD) to dock dp24 and dp48 GAGs. 

This novel methodology is based on using MD replicas in which van der Waals radii are scaled 

which allows for faster sampling of potential binding sites. In this work, long GAG molecules 

were docked to APRIL protein prebound to its receptors: TACI (transmembrane activator and 

calcium modulator and cyclophilin ligand interactor) and BCMA (B cell maturation antigen). 

APRIL, a member of the TNF superfamily, has been demonstrated to bind to GAGs, which are 

believed to facilitate its oligomerization and enable its function in cell signaling.476–480 The 

region on APRIL's surface that binds to GAGs is located near the protein's N-terminus, along 

with a series of positively charged lysine residues. Although this GAG binding is considered to 

facilitate APRIL's binding to its receptors (BCMA and TACI),474,481 it has been found that 

BCMA does not bind to heparan sulfate.481,482 The interaction between GAGs and TACI is 

somewhat complicated and even contradictory. While some studies indicate that TACI does 

bind to proteoglycans,481–483 others suggest that TACI does not bind to HSPG484 or deem such 

binding to be unlikely.478 The docking and MD investigation revealed stronger binding between 

heparin and the APRIL-TACI complex was observed than in the case of heparin and APRIL-

BCMA complex. This is reflected not only in the binding free energies but also in the number 

of contacts between molecules in the mentioned complexes. (Figure D5) In all cases, the GAG 

molecules initially bound to the APRIL GAG binding site, and only afterward interact with the 

receptors with the chains elongated from this binding site. Researchers were unable to unravel 

how TACI, which is spatially located far away from the GAG in the case of HP dp24, could 

significantly affect GAG binding by the APRIL protein. This phenomenon may be attributed to 
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the long-range electrostatic effect that is present in this highly charged system. These findings 

suggest that TACI's interaction with GAGs may be enhanced by its binding to APRIL, while 

this interaction was not observed in the absence of APRIL. Additionally, the performance of 

Autodock3 and RS-REMD method in docking long GAG molecules was compared. Given that 

RS-REMD provided superior results for a representative protein-GAG dataset without 

requiring additional computational resources, we are confident that the RS-REMD method is 

significantly more effective for docking long GAG molecules. 
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Figure D5. Predicted number of APRIL-BCMA-HP dp48 (top panel) and APRIL-TACI-HP 

dp48 (bottom panel) contacts. Figure showing more contacts in case of TACI containing 

complex. 

 

 

D6. Solvent models benchmark for molecular dynamics of glycosaminoglycans 

 

There have been almost no studies and scarcely any discussion in the GAG scene regarding 

solvent models in MD simulations of GAGs. Most GAG-related MD studies utilize the TIP3P 

water model as it has been widely accepted in the GAG field and has demonstrated its 

effectiveness in protein-GAG systems, as well as in MD studies of biomolecular systems in 

general.456–458 The primary factor driving the prevalent utilization of the TIP3P and other 3-site 

water models is their lower computational expense in comparison to 4- or 5-site solvent models. 

However, many explicit and implicit water models, which could be useful in computational 

GAG research, have been thus overlooked. Up to this day, no comprehensive comparative 

analysis has been performed on water models that could address the question of which model 

offers advantages in systems containing GAG molecules. This topic holds great significance 

because approximately half of the protein-GAG residue contacts in the PDB are mediated by 

water, and the number of water molecules in protein-GAG interfaces is about 10 times greater 

than in protein-protein interfaces.158 The aim of this work was to evaluate the different 

properties of the HP molecule in various implicit and explicit water models to conclude which 

of them performs the best in the MD simulation of GAG molecules with the reference to the 

available experimental data. To achieve this, 5 μs MD simulations were performed involving 

HP, HS and CS decamers together with the following water models: implicit IGB = 1, 2, 5, 7, 

8 and explicit TIP3P, SPC/E, TIP4P, TIP4PEw, OPC, TIP5P. As a measure of consistency, five 

separate 200 ns MD simulations were conducted for each configuration to ensure convergence 

of the analyzed parameters. The resulting trajectories were utilized to evaluate HP properties, 

including end-to-end distance, volume, a radius of gyration, ring puckering, hydrogen bonds 

and dihedral angles. (Table D1) There were significant variations observed in the MD-based 

molecular descriptors of HP between the groups of implicit and explicit water models employed 

in the simulations. The IGB=7 model occasionally induced anomalous behavior in the HP 

structure, resulting in the observation of improper glycosidic linkage populations. However, 
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this could be expected since this particular solvent model is not compatible with nucleic acids 

and GAG resembles them by being also long and highly negatively charged. In general, implicit 

solvent models fail to even qualitatively match experimental results regarding the HP ring 

puckering. Therefore, unless restraints are applied to maintain the rings in specific pucker 

conformations that reproduce experimental data, employing implicit models for GAG 

simulations is not recommended. While explicit water models well reproduced experimental 

findings regarding local parameters of GAGs (dihedral angles and ring puckering), many of 

them failed in the case of global parameters (end-to-end distance, a radius of gyration, volume, 

or the number of hydrogen bonds formed). In the case of the TIP3P water model, abnormal 

GAG chain curvature and end-to-end distance were observed. Only TIP5P and OPC models 

provided satisfactory results in these terms. This study shows how significant impact solvent 

models may have on the modeled GAG molecules in MD simulations and how much work still 

needs to be done to further test which solvent model is the best choice for MD studies of GAG 

molecules. 

 

Table D1. HP descriptors obtained from 5 μs MD simulations. *End-to-end distance. **Atomic 

fluctuation. *** Radius of gyration. ****Atomic fluctuations and RMSD are compared to the 

1HPN structure. 

 
PDB 

1HPN IGB=1 IGB=2 IGB=5 IGB=7 IGB=8 TIP3P SPC/E TIP4P TIP4PEw OPC TIP5P 

Dist* [Å] 41.0 

40.4 ± 

2.9 
41.6 ± 

2.7 
40.4 ± 

3.1 
38.1 ± 

13.3 
42.4 ± 

2.2 
16.1 ± 

6.4 
20.7 ± 

7.6 
17.3 ± 

7.9 21.2 ± 6.0 
28.4 

± 4.5 
26.1 ± 

4.7 
Fluct** 
[Å] N/A**** 3.5 ± 0.7 3.4 ± 0.6 

3.5 ± 

0.8 
4.8 ± 

1.6 
3.8 ± 

0.4 
4.8 ± 

1.4 
5.3 ± 

1.6 
4.6 ± 

1.9 5.9 ± 1.3 
4.5 ± 

1.0 
4.7 ± 

1.2 

RMSD [Å] N/A**** 4.2 ± 0.7 4.9 ± 0.7 
4.0 ± 

0.8 
5.2 ± 

2.9 
5.9 ± 

0.4 
9.0 ± 

1.5 
7.4 ± 

2.0 
7.9 ± 

2.2 8.7 ± 2.6 
4.9 ± 

1.4 
5.7 ± 

1.4 
Radgyr*** 

[Å] 12.8 

13.6 ± 

0.4 
14.1 ± 

0.3 
14.0 ± 

0.4 
13.0 ± 

3.0 
14.0 ± 

0.3 
8.8 ± 

1.0 
9.9 ± 

1.5 
9.0 ± 

1.6 9.5 ± 16 
12.4 

± 1.0 
11.6 ± 

1.2 
Volume 

(MVEE) 

[Å3] 5325 

7974 ± 

875 
8079 ± 

841 
8311 ± 

913 
7042 ± 

1873 
7674 ± 

653 
6085 ± 

787 
6551 ± 

1032 
5853 ± 

1140 
6902 ± 

779 

7685 

± 

875 
7641 ± 

890 

 

D7. Modeling glycosaminoglycan-protein complexes 

In this review, we present recent advances in and the current state of computational studies 

related to GAGs. Four different topics are discussed: molecular docking of 

glycosaminoglycans, free energy calculations of protein-GAG complexes, the role of ions in 

protein-ion-GAG complexes and multipose binding in protein-GAG complexes. First, currently 
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available docking programs are compared. Additionally, we argue why this area of 

computational studies of GAGs is behind the ones dedicated to proteins and small drug 

molecules and what needs to be done in the future to improve the state-of-art of docking 

approaches for GAGs. In the free energy calculations of protein-GAG complexes chapter 

techniques dedicated to calculating binding energies of protein-GAG complexes are presented 

together with their drawbacks or benefits. In the next part, the role of ions in GAG-involving 

systems is discussed. Additionally, both experimental and theoretical approaches for studying 

ions within the GAG-containing systems are presented. Next, the mulipose binding 

phenomenon is explained. Then the implication and consequences of mulipose binding for the 

studies of GAGs are mentioned. At the end, we draw conclusions regarding the recent state-of-

art and advances in the computational GAG field.  
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5. Conclusions 

In this PhD thesis, the aim was to develop new approaches for molecular docking and analysis 

of GAG involving systems and to examine protein-GAG interactions. The conclusions are 

presented in this section separately regarding each subsequent part of the thesis. 

 

1. Development of new tools for GAGs: [D1, D2, D3, D7] 

First, the analysis and revision of currently available docking tools was performed. [D1, D2, 

D7] After the analysis of the present needs in the GAG computational community novel 

docking approach has been proposed and tested. [D1] In this work 21 protein-GAG complexes 

have been investigated using the novel docking technique RS-REMD. This Hamiltonian 

Replica Exchange approach has been proven successful as in 19 of 21 it allowed for the 

identification of the binding site and it failed only in two cases because of the technique's 

limitation to dock into the enzymes’ cavity which in a majority of the protein-GAG complexes 

is not an issue. Next, a new upgraded version of the RS-REMD protocol with explicit solvent 

was developed. [D2] It was rigorously tested on 3 protein-GAG complexes and showed the 

superiority of the new protocol which included explicit water model TIP3P in contrast to the 

previous protocol where the implicit solvent was used. The inclusion of TIP3P as a water model 

provided better docking quality in terms of the similarity of docked poses when compared to 

experimental structures. Additionally, this new optimized protocol did not increase the need for 

computational resources and even slightly decreased it providing better performance. New 

approaches targeting the analysis of GAG interactions have been also developed during the 

PhD studies. [D3] Strong emphasis was put on making the analysis more accessible for less 

experienced researchers in the computational field. For this, a new coarse-grained model 

representing GAG monosaccharide units has been developed. In this approach, a ready-to-use 

script is provided for the user to elongate the GAG molecule in the studied complex. This allows 

for either examination of already solved experimental structures or for the use of user-friendly 

docking tools like AutoDock3 for studying more biologically relevant lengths of the GAG 

molecules. Additionally, a script was provided that allows for simple and straightforward 

evaluation of binding energies of the protein-GAG complex with the GAG length specified by 

the user by employing Coloumb and Hückel models of electrostatics. 

 

2. Interactions of GAG with proteins: [D3, D4, D5, D7] 
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In order to deepen the knowledge regarding interactions of GAG molecules with proteins vari-

ous complexes as acidic FGF with HP, basic FGF with HP, APRIL with HP, CSc and CSe have 

been analyzed. In this part of the work effect of the length of the GAG molecules on the binding 

to proteins was investigated. It was found that as it is rather expected the longer the GAG mol-

ecule the stronger the interactions but the effect is not linear. The bigger the elongated GAG 

molecule, the smaller is the favorable change in free binding energy from subsequent addition 

of saccharide rings. [D3] Additionally in the investigation of APRIL protein and its receptors 

(TACI and BCMA) a new mechanism of APRIL-receptor complex forming facilitated by GAG 

binding was proposed complementing the experimental. [D5] Moreover, an effect of different 

GAG molecules on binding to the APRIL protein has been studied and supported by the exper-

iment, followed with investigation on the role of specific amino acid residues on the binding of 

various GAGs. [D4] 

 

3. Role of water in GAG MD studies: [D6] 

To investigate the influence of the solvent models used in GAG computational studies, first, 

the analysis of the currently most used water models was conducted and it was found that the 

use of explicit water models may improve the quality of docking programs and MD simula-

tions.456,457,459 In fact, in the work conducted during my PhD it was found that explicit water 

models are superior to implicit ones if it comes to reproducing experimental findings regarding 

structural features of GAGs. [D6] Additionally it was found that TIP5P and OPC water models 

performed essentially better than widely used TIP3P in the case of highly charged GAGs like 

HP. TIP5P and OPC represented both local (glycosidic linkages, ring puckering) and global 

features (end-to-end distance, a radius of gyration, RMSD, atomic fluctuations, etc.) of the HP 

molecule the best. However, there were very few differences in the performance of TIP5P, OPC 

and TIP3P when it comes to the less charged GAGs as hyaluronic acid or chondroitin sulfate. 

This showed that the topic of solvent modeling in GAG-related studies is a complex one and 

further research is required to fully unravel the role of water in GAG computational studies. 

 

The data summarized in this PhD thesis contributes to the widening of general knowledge on 

GAG involving systems. New computational approaches have been developed for molecular 

docking and free energy analysis of GAG-containing systems. I strongly believe that these new 

tools will help scientists further unravel the GAG properties and biological functions of those 

still not well characterized molecules. In addition to the development of new computational 

approaches a few protein-GAG systems have been analyzed, such as FGF-HP and APRIL-
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HP/CS. A mechanism of potential GAG-mediated APRIL binding to its receptor TACI has been 

proposed. Finally, the role of water in computational GAG studies has been investigated reveal-

ing the influence of the usage of solvent models on the MD simulations of GAGs. This together 

highlights the relevance of my PhD studies, and the work mentioned in this PhD thesis will 

serve to broaden the knowledge of GAG involving systems and will facilitate the studies of 

other computational and experimental researchers in the field. 
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PDB   Protein Data Bank 
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PMF   Potential of mean force 
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QM   Quantum mechanics 

QM/MM  Quantum mechanics /molecular mechanics 

RHF   Restricted Hartree-Fock 
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RS-REMD   Repulsive Scaling Replica Exchange Molecular Dynamics 
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SNFG   Symbol nomenclature for glycans 
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Abstract

Glycosaminoglycans (GAGs), long linear periodic anionic polysaccharides, are key

molecules in the extracellular matrix (ECM). Therefore, deciphering their role in the

biologically relevant context is important for fundamental understanding of the pro-

cesses ongoing in ECM and for establishing new strategies in the regenerative medi-

cine. Although GAGs represent a number of computational challenges, molecular

docking is a powerful tool for analysis of their interactions. Despite the recent devel-

opment of GAG-specific docking approaches, there is plenty of room for improve-

ment. Here, replica exchange molecular dynamics with repulsive scaling (REMD-RS)

recently proved to be a successful approach for protein–protein complexes, was

applied to dock GAGs. In this method, effective pairwise radii are increased in

different Hamiltonian replicas. REMD-RS is shown to be an attractive alternative to

classical docking approaches for GAGs. This work contributes to setting up of

GAG-specific computational protocols and provides new insights into the nature of

these biological systems.

K E YWORD S

glycosaminoglycan modeling, glycosaminoglycan–protein interactions, molecular docking,
molecular dynamics, replica exchange with repulsive scaling

1 | INTRODUCTION

Glycosaminoglycans (GAGs) are a class of long linear periodic anionic

polysaccharides made up of repetitive disaccharide units consisting of

a hexosamine and an uronic acid.1 Monosaccharide composition,

uronic acid epimerization states, glycosidic linkage types as well as the

sulfation pattern, which is often referred to as a sulfation code,2 con-

tribute to the vast chemical variety of GAGs.3 In total, six classes of

mammalian GAGs, heparin (HP), heparan sulfate (HS), chondroitin sul-

fate (CS), dermatan sulfate (DS), keratan sulfate (KS) and hyaluronic

acid (HA) consisting of 202 unique disaccharide combinations includ-

ing 48 HS disaccharide building blocks.4 Furthermore, the organization

of HS chains into domains with specific sulfation patterns as the ones

with predominance of NS- or S-domains (corresponding to the

sulfation of the amino- or hydroxy-groups, respectively) increases the

structural diversity of these molecules even more.5 From the biologi-

cal point of view, GAGs play a key role in the ongoing processes in

the extracellular matrix of the cell (ECM) including cell signaling,6

angiogenesis,7,8 tissue regeneration,9 and related pathologies such as

cancer,10 neurodegenerative diseases as prionic,11 Alzheimer's,12 and

Parkinson's diseases,13 and interactions between host and patho-

gen.14 Recently, it has been shown that HP could be involved in the

binding of SARS-CoV-2 Spike S1 protein in the receptor binding

region.15 The participation of GAGs in the mentioned processes is car-

ried out via direct intermolecular interactions with protein targets as

chemokines,16 growth factors,17 morphogens,18 membrane receptors

integrins19 and lipoproteins20 mostly in ECM but also in plasma mem-

branes, exosomes and lysosomes.21 All this renders natural andMartyna Maszota-Zieleniak and Mateusz Marcisz contributed equally to this work.
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artificially sulfated GAGs to be attractive targets for designing novel

strategies in regenerative medicine as well as in treatment of disor-

ders induced by the molecular mechanisms involving GAGs.22 Due to

their physicochemical nature, there are many challenges for both

experimental and computational approaches to properly investigate

molecular systems where these polysaccharides are involved.23 One

class of computational approaches, namely molecular docking, proved

to be valuable to understand protein–GAG interactions in numerous

computational and interdisciplinary studies where docking was a com-

plementary tool to the experimental approaches.24 However, despite

recent successful attempts to dock GAGs, the docking performance in

these systems is still limited in comparison to the docking perfor-

mance on small molecule ligands.25 The reason for this is high flexibil-

ity of GAGs,26 the crucial impact of solvent-mediated interactions

with proteins,27 multipose binding due to their periodicity,28,29 bind-

ing on the protein surface without well-defined binding pockets

(in contrast, docking GAGs to GAG-specific enzymes is essentially an

easier task)25 and often unspecific/purely electrostatics-driven nature

of their interactions30 mediated by long and flexible positively charged

residues.31 Although GAG docking could be powerful when it is

applied together with the restraints of experimental origin as mass

spectroscopy,32 nuclear magnetic resonance33 or mutagenesis,34 in

practice docking is rather used when no information about the binding

site and/or binding pose is available. Due to the decisive role of the

charge–charge interactions in protein–GAG complexes, electrostatic

potential calculations were shown to be effective in prediction of

GAG binding regions.25 In contrast, our evaluation of six docking pro-

grams on the nonredundant dataset of all protein–GAG structures

available in the PDB and eight other programs on a dataset containing

28 complexes with GAG longer than dp3 (dp stands for the degree of

polymerization) suggested that though the ligand binding poses

(placement) could be correctly predicted by many approaches, the

ranks of the docking poses (scoring) are often poorly assigned.25,35

Only free accessible Autodock 3,36 Dock37 and commercial Glide38

yielded the results of quality that meets the needs required for

protein–GAG analysis in practice.35 Besides the standard approaches,

there were several attempts to develop GAG specific docking soft-

ware as integration of HP parameters into ClusPro.39,40 In 2014, we

developed a dynamic molecular docking approach, where targeted

molecular dynamics (MD) was used to force the initially unbound

GAG ligand to slowly approach a priori known GAG binding region.41

The advantage of this approach is that both a protein (receptor) and a

GAG (ligand) are fully flexible, and the simulations are performed in

the explicit solvent. The drawback of the method is being too expen-

sive in terms of use of computational resources in comparison to con-

ventional docking. In another attempt to develop a GAG-specific

docking tool, Griffith et al.42 created GAG-Dock, a method which

allowed to successfully dock several protein–GAG systems, which

however, did not represent complicated targets for other docking

approaches either. Furthermore, we developed a fragment-based

docking protocol for GAGs, which represented a set of scripts all-

owing to assemble long GAG chains from the dp3 fragments pre-

docked by Autodock 3.43 The aim of this method is to dock longer

GAG molecules more effectively than the classical docking

approaches for which the increase of the GAG length and, conse-

quently, the number of the degrees of freedom considered in the cal-

culations, dramatically affects the performance. Although this method

in general allows for docking GAGs of any length without increasing

the need for computational resources, it is dependent on the results

obtained from Autodock 3 for GAG dp3 fragments, and, therefore, is

not able to extend the length of the GAG chain if some regions on the

protein receptor surface are electrostatically too pronouncedly posi-

tive in comparison to their surroundings.

The actual work represents a next step to deal with the aforemen-

tioned challenges of GAG docking by applying the recently published

Replica Exchange Molecular Dynamics with Repulsive Scaling (REMD-

RS)44 and to examine its performance for this particular molecular system

type. While conventional MD approaches are supposed to be able to

sample all possible conformations of the ligand on the receptor's surface,

in reality such search would be too costly and, therefore, impractical

because the molecular systems are often prone to be trapped into local

minima in the free energy landscape.45 In general, the biased potentials as

implemented in Hamiltonian Replica Exchange approaches can assist to

solve such a problem.46 In REMD-RS, the additional potential is intro-

duced by increasing effective pairwise van der Waals radii without affect-

ing other types of inter- and intramolecular interactions for the systems in

the implicit solvent. This method proved to be highly successful for a

dataset of protein–protein complexes.44 In protein–GAG complexes, elec-

trostatic interactions are very strong, and dissociation/dramatic change of

the GAG binding pose is hindered by the formation of strong charge–

charge interactions in a conventional MD simulation. Therefore, this

method could be particularly appropriate for these systems to avoid local

minima, while the increase of the van der Waals radii in replicas would

allow the ligand to sample the protein surface more extensively. Similarly,

to the dynamic molecular docking41 the fact that the docking by REMD-

RS is performed by the application of an MD-based protocol implies that

interacting molecules are flexible. GAGs are essentially smaller than pro-

teins and, therefore, have less degrees of freedom implying that probably

this method could yield promising results but also to be computationally

even more effective than for protein–protein complexes. As in the

fragment-based approach,43 REMD-RS applicability is not limited to any

length of a GAG ligand as it is the case for Autodock 3, for example. The

number of allowed degrees of freedom in the ligand does not render the

calculations to be significantly more expensive since the ligand is essen-

tially smaller than the receptor, which is also simulated. In our work, we

evaluate the performance of original REMD-RS method developed by

Siebenmorgen et al.44 for 21 protein–GAG complexes with GAGs of the

length dp5-dp7 used as the fragment-based docking approach benchmark

including a complex with HP dp4 containing Ca2+ ions in the GAG binding

site and the complex of alginase enzyme AlgE4 with the alginate oligosac-

charide, another linear anionic polysaccharide made up of two building

blocks, mannuronic acid and guluronic acid. The reason for considering

systems including Ca2+ ions is that Ca2+ ions and other divalent ions could

be crucial for the mediation of protein–GAG interactions,47,48 while AlgE4

is a highly negatively charged protein molecule binding its negatively

charged substrate in a well-defined positively charged groove.49 The data

MASZOTA-ZIELENIAK ET AL. 1041

 1096987x, 2021, 15, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jcc.26496 by U

niversity of G
dansk, W

iley O
nline L

ibrary on [14/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



obtained in this work suggest that the use of REMD-RS for protein–GAG

systems where the GAG is not bound in well-defined groove/cavity, is

promising for blind prediction of a GAG binding site and a direction of the

GAG chain, and, therefore, can be used along with other conventional

docking and specific GAG docking protocols.

2 | METHODS

2.1 | Benchmark

Fifteen X-ray experimental structures from the PDB were used as a

benchmark dataset: 2AXM (FGF-1 with HP dp6, 2.2 Å; protein mono-

meric form was used),50 1BFC (FGF2 with HP dp6, 2.9 Å),51 1FQ9

(FGF-2/FGFR-1 with HP dp6, 3.0 Å),52 1GMN (NK1 [HGF] with HP

dp5, 2.3 Å; protein dimeric form was used),53 1RID (VCP with HP dp7,

2.1 Å),54 1XMN (thrombin with HP dp6, 1.9 Å; protein monomeric

form was used),55 2HYV (annexin 2A with HP dp5, 2.3 Å),56 2JCQ

(CD44 with HA dp6, 1.3 Å),57 3C9E (cathepsin K with CS dp6, 1.8),58

4N8W (cathepsin K with CS dp6, 2.02),59 3INA (heparinase I with HP

dp7, 1.9 Å),60 3MKP (NK1 with HP dp6, 2.8 Å),61 4AK2 (BT4661 with

HP dp6, 1.4 Å),62 4C4N (hedgehog morphogen with HP dp6, 2.4 Å),63

1G5N (annexin V with HP dp4, 1.9 Å),64 2PYH (AlgE4 with alginate

dp3, 2.70 Å),49 2NWG (CXCL12 with two HP dp2, 2.07 Å; protein

dimeric form was used).65 In case there was a sandwich structure with

the ligand being symmetrically bound between two monomeric units

of the protein (2AXM, 1XMN), only a monomeric protein receptor

was considered. When the ligand binding pose to a dimeric protein

was not symmetric in relation to its monomeric units (1GMN, 2NWG),

a dimeric receptor was considered. The criteria for the structures

selection to be included into the benchmark was the length of a GAG

ligand which was longer or equal to dp5. The structure of annexin V

with HP dp4 (1GN5) was also considered in the calculations since it is

one of two (together with 2HYV) nonredundant protein–GAG sys-

tems with Ca2+ in the protein–GAG binding interface. In case of Ca2

+-containing protein–GAG complexes (1GN5 and 2HYV) the ions

were kept on the protein surface before REMD-RS docking proce-

dure. The structure of CXCL12 with two HP dp2 (2NWG) was ana-

lyzed because it is the only known protein–GAG complex where there

are two HP molecules simultaneously bound to high and low affinity

HP binding sites.65 For all these structures, the ligands present in the

experimental structures were used for docking. For some of the sys-

tems, longer GAGs were also docked (in this case, the length of a

ligand is additionally provided in the tables in the Results section and

discussed explicitly in the text). The structure of the protein receptor

from AlgE4 complex with dp3 (2PYH) was used to dock a dp15 algi-

nate made up of ß-D-mannuronic repetitive acid units.

2.2 | REMD-RS

The protocol used in the original work of Siebenmorgen et al.44 was

applied to the protein–GAG complexes almost minor modifications.

The ff14SBonlysc force field parameters for protein66 and the GLY-

CAM0667 for GAGs were used, respectively. The protonation of the

residues corresponded to pH 7: amino groups were protonated, car-

boxyl groups were deprotonated and histidines were protonated at

ε-nitrogen (HIE residue library in AMBER). The oligosaccharide ligand

was placed at the opposite side of the protein in respect to the experi-

mentally known binding site. In case of 1FQ9, the initial location of

the ligand was on the side of this symmetric tertiary complex. The

structural differences between the GAG at the beginning of the

REMD-RS simulation and in the experimental structure are shown in

Table 1 (column 2). MD simulations were performed in implicit solvent

with the model igb = 868 with an infinite cutoff for nonbonded inter-

actions. The minimization was performed by 3000 steps of steepest

descent and 3000 steps of conjugate gradient. It was followed by

heating to 300 K for 10 ps with a Langevin thermostat (γ = 5 ps−1).

The harmonic restraints of 0.05 kcal/mol/Å2 were applied on all heavy

atoms of protein (and Ca2+ if present) in the production run. In addi-

tion, in order to avoid ligand dissociation too far away from the recep-

tor, the half parabolic distance restraints of 1.0 kcal/mol/Å2 between

the center of mass (COM) of the receptor and ligand was applied. The

distance between COMs was calculated as a sum of the maximum dis-

tances between the COMs and atoms of the surface of the receptor

and ligand, respectively, increased by 10 Å, to allow the free move-

ment of the ligand on the complete surface of the protein. At the

same time, the distance restraints are designed in the way that they

do not allow the ligand to dissociate too far (further than a certain

cut-off) from the surface of the protein and, therefore, keep the ligand

so close to the protein surface that protein and ligand still “see” each
other. Otherwise, when the ligand is not trying to move too far from

the protein surface, its movements are free of any restraints, and the

restraints do not affect the results of the REMD-RS docking. The

ligand internal degrees of freedom were completely unrestrained dur-

ing the production run. For each system, 16 replicas were used with

different Lennard-Jones (LJ) parameters for atomic pairs from both

receptor and ligand molecules. As in the original work44 the parameter

d adjusting the effective van der Waals radius (in Å) was set to 0.00,

0.01, 0.02, 0.04, 0.08, 0.12, 0.16, 0.20, 0.24, 0.28, 0.32, 0.38, 0.44,

0.50, 0.58, 0.68, and a factor e changing the LJ potential well depths

(unitless) was assigned to and 1.00, 0.99, 0.98, 0.97, 0.96, 0.94, 0.92,

0.90, 0.88, 0.86, 0.84, 0.82, 0.80, 0.78, 0.76, 0.74, respectively. In the

production run, 50,000 MD exchange steps between neighboring rep-

licas were attempted yielding 500 ns per replica in total. For each par-

ticular system, the total time of the structural convergence was

different (as it is discussed further in the Results and Discussion sec-

tion). Trajectory frames were saved each 200 ps.

2.3 | Free energy estimation

For the calculations of binding free energy we used the total energy

values from the AMBER output directly and molecular mechanics-

generalized born surface area (MM-BSA) model igb = 269 as well as its

components for the first replica (the one with unmodified LJ

1042 MASZOTA-ZIELENIAK ET AL.
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parameters). In addition, the total binding energies from the AMBER

output were analyzed.

2.4 | Parameters used for docking performance
evaluation

As a metric for structural similarity, we used RMSatd (root mean

squared atom type deviation) which is defined as the root-mean-

square of pairwise atomic distances while pairing up the spatially clos-

est atoms of the same type. This metric is supposed to be physically

more appropriate for GAG-containing systems than classical RMSD

per atomic identifier due to the periodic nature of GAGs.41 This dis-

tance metric is sounder for GAG analysis than a classical RMSD while

it accounts for the periodicity of functional groups in GAGs by consid-

ering two GAGs shifted by n periodic units as structurally similar,

whereas classical RMSD (root mean squared deviation with identical

atom-based matching) ignores this GAG property. RSMatd can be

used for comparison of the structures with a different number of

atoms (e.g., GAGs of different lengths), and it finds the best match

accounting for the GAG periodicity. In contrast, RMSD could be used

for such a comparison only if a particular part of a longer GAG is pre-

defined before the comparison. Nevertheless, in case two ligand

structures of the same length are compared, and there is not shift

along the GAG chain, the metrics yield almost indistinguishable

results. The only difference originates from the fact that, for example,

for SO3 group, the closest oxygen atoms between each other in

two structures will be considered for calculations when RMSatd is

used, while the a priori numbered oxygen atoms will be considered in

the calculations of RMSD. In the second case, any rotation of the

SO3 group during a docking or MD run, in which one of the physi-

cally indistinguishable but fixed by its number oxygen takes place of

another one, leads to the increase of RMSD because the atoms are

numbered in that way but not in RMSatd, which is physically more

correct. For the calculation of RMSatd, all atoms in one structure are

compared with all in a reference structure but the pairing happens for

the ones with the lowest distance between each other if they are of

the same type. Taking into account the linearity of a GAG, such a met-

ric allows for a physically relevant comparison between two struc-

tures. At the same time, RMSatd is even more physically correct for

describing the interactions with proteins: i.e., when a sulfate group

occupies the same position as a different sulfate group in a reference

TABLE 1 Evaluation of REMD-RS methodology performance on a protein–GAG dataset before and after the refinement for the best 1, 10,
and 100 binding poses

Complex, PDB ID

RMSatd,

Å aStart

RMSatd1,

Å bBefore

RMSatd1,

Å cAfter

RMSatd10,

Å bBefore

RMSatd10,

Å cAfter

RMSatd100,

Å bBefore

RMSatd100,

Å cAfter dtconv, ns

2AXM 45.1 5.4 2.7 5.8 ± 0.3 5.4 ± 1.3 8.0 ± 0.5 4.9 ± 1.3 40

1BFC 42.3 6.5 4.8 7.3 ± 0.5 6.7 ± 5.3 9.7 ± 1.4 8.7 ± 6.1 10

1FQ9 dp6 45.5 13.6 14.7 18.2 ± 2.0 14.4 ± 1.8 23.1 ± 2.2 17.8 ± 2.1 1

1FQ9 dp8 67.6 16.6 9.4 17.7 ± 0.6 10.0 ± 1.2 20.6 ± 1.4 11.6 ± 1.7 2

1FQ9 dp14 49.5 12.1 5.2 13.0 ± 0.6 5.4 ± 1.1 14.7 ± 0.8 5.6 ± 0.9 6

1GMN 58.8 4.9 4.6 6.2 ± 1.1 4.9 ± 0.9 12.1 ± 3.4 8.1 ± 2.9 20

1G5N 49.1 12.5 13.1 15.4 ± 1.8 13.3 ± 5.5 24.9 ± 4.5 22.5 ± 6.9 26

1RID 66.1 15.3 14.5 17.3 ± 1.4 18.6 ± 3.8 52.2 ± 26.4 52.0 ± 26.7 7

1XMN 57.7 11.6 6.5 14.6 ± 1.5 17.1 ± 9.0 34.3 ± 12.6 27.3 ± 12.5 28

2HYV 57.7 4.5 5.7 4.8 ± 0.2 6.3 ± 1.3 6.2 ± 0.7 7.1 ± 1.3 10

2JCQ 27.8 2.0 3.2 2.4 ± 0.2 3.3 ± 1.0 5.3 ± 1.9 5.9 ± 2.5 220

3C9E 50.1 6.9 6.5 7.2 ± 0.1 6.8 ± 0.4 13.3 ± 5.2 12.7 ± 5.5 8

3C9E dp12 48.5 6.8 3.5 8.6 ± 0.9 6.6 ± 2.9 14.9 ± 3.3 13.1 ± 4.2 4

4N8W 54.3 3.3 4.7 4.5 ± 0.6 6.0 ± 1.4 7.2 ± 1.4 7.4 ± 1.8 8

4N8W dp12 41.3 3.4 4.7 4.1 ± 0.4 4.8 ± 1.0 6.3 ± 1.2 6.5 ± 1.7 4

3INA 37.8 21.6 19.8 23.8 ± 1.0 19.6 ± 2.4 29.2 ± 2.8 24.9 ± 4.4 24

3MKP dp6 31.6 5.8 4.8 6.5 ± 0.5 6.0 ± 1.0 9.3 ± 1.5 7.4 ± 2.0 1

3MKP dp12 31.8 5.7 4.1 7.4 ± 0.7 5.0 ± 1.4 9.7 ± 1.2 6.2 ± 1.8 10

4AK2 47.5 11.6 8.7 18.8 ± 4.6 18.2 ± 5.0 44.0 ± 11.0 42.9 ± 11.8 No found

4CNC 47.7 8.5 12.1 13.0 ± 1.7 12.4 ± 2.9 18.6 ± 3.1 17.7 ± 4.3 60

aRMSatd at the starting frame of the REMD-RS simulation with the reference to the X-ray structure.
bRMSatd at the last frame of the REMD-RS simulation before the refinement with the reference to the X-ray structure.
cRMSatd after the refinement with the reference to the X-ray structure.
dtconv: time of the simulation convergence; In bold are the values where the refinement improved the results in comparison to the not refined docking

solutions.
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structure, the interaction established with the protein is equivalent,

which is reflected by the RMSatd but not by the corresponding RMSD

value. Several RMSatd-based descriptors of the MD simulation were

used in our study to evaluate the REMD-RS docking prediction

power: time of RMSatd convergence; RMSatd of the best poses (the

lowest RMSatd with the reference to the corresponding experimental

structure); RMSatd of the top poses (the RMSatd with the reference

to the corresponding experimental structure for the structures with

the best score/free energy value); the relationship between RMSatd

and scores/free energy values; RMSatd values of best and top poses

after the refinement. We also calculated classical ligand RMSD.

2.5 | Refinement

Refinement of the structures obtained in the REMD-RS step was per-

formed for 1, 10, and 100 structures for each complex from the first

replica corresponding to the first 1, 10, and 100 best (the closest

structures to the experimental reference in terms of RMSatd) and

1, 10, and 100 top (the lowest total binding energies from the AMBER

output) docking solutions. In this procedure, 5 ns of unrestrained MD

simulation in explicit solvent was performed. The obtained docking

solutions were solvated in a truncated octahedron TIP3P periodic box

of 8 Å water layer from the solute to the box's border. Na+ or Cl−

counterions were used. Energy minimization was carried out in two

steps: 500 cycles of steepest descent and 1000 of conjugate gradient

with 100 kcal/mol/Å2 harmonic force restraints, continued with 3000

steepest descent cycles and 3000 conjugate gradient cycles without

restraints. The system was heated up from 0 to 300 K for 10 ps with

harmonic force restraints of 100 kcal/mol/Å2. Then, the system was

equilibrated at 300 K and 1 atm in isothermal isobaric ensemble

for 5 ns.

2.6 | Data analysis

Statistical analysis of the data and plot were prepared in R.70

2.7 | Visualization

Structures and trajectories were analyzed in Pymol71 and VMD.72

3 | RESULTS AND DISCUSSION

3.1 | The REMD-RS docking workflow for protein–
GAG complexes

In this subsection we describe an example of REMD-RS docking

results for the complex formed between fibroblast growth factor

1 (FGF-1) and HP dp6, which is one of the most studied protein–GAG

complexes both experimentally and computationally.73,74 Previously,

several docking programs have succeeded in predicting a proper bind-

ing pose in this complex.25,35 At the beginning of the simulation, HP

was placed as far as possible from the experimental ligand position on

the protein surface (Figure 1). During the initial phase of the REMD-

RS MD simulation the ligand searched the entire surface of the pro-

tein, but did not dock at any site for more than 1–2 ns. After 40 ns of

the simulation HP docked on the protein surface in the binding site

corresponding to the X-ray structure and remained in this position for

the rest of simulation time (total MD time was 326 ns). Forty nanosec-

onds is, therefore, referred as a time of ligand convergence and is sim-

ilarly evaluated for other simulated complexes (Table 1).

After the REMD-RS MD step the FGF-1/HP dp6 structures gener-

ated from the first replica (corresponding to the unmodified vdW

values) were compared to the X-ray structure using RMSatd metric.

Based on this, for the 100 complex structures with the best (lowest)

RMSatd values refinement procedure was applied (Figure 2). As it is

seen in the Table 1 and Figure 1, in each case (best 1, 10, and 100 solu-

tions), the RMSatd values decreased which suggests that the refinement

improved the results for the best-placed docking solutions. The best

poses characterize the placement performance of the docking approach.

Another important feature of the docking performance is scoring. We

compared several scoring schemes to estimate the correlation between

the RMSadt of the docking solutions and free energy component values

obtained from MM-GBSA (total, electrostatic in vacuo and with the

consideration of GB reaction field and van der Waals) as well as the

total energy from the AMBER output, which corresponds to the full

potential and kinetic energy of the system in the implicit solvent. Pear-

son correlation describes the ability of the scoring scheme to quantita-

tively differentiate the solutions with more favorable scores based on

their structural differences, while Spearman correlation shows how a

scoring scheme can properly rank (qualitatively differentiate) the solu-

tions corresponding to certain structural differences. The correlations

were calculated for the frames prior to the pose convergence consid-

ered together with the same number of frames after the convergence

in order to have the consistency and comparability of these correlations

among different complexes (Table 2). In particular, for this complex,

80 ns (400 frames) were used for the correlation analysis. For FGF-1/

HP dp6 the highest Pearson correlation (0.93) was obtained for the

electrostatic component of MM-GBSA in vacuo, followed by full elec-

trostatics (0.73) and total MM-GBSA energy (0.70). The lowest correla-

tion for an MM-GBSA component (0.25) was observed for the van der

Waals one, while no correlation was obtained for the total energy from

the AMBER output (Table S1). Such results are in agreement with the

established view on the crucial role of electrostatics in protein–GAG

interactions in general75 and particularly for this complex.25 Spearman

correlations are significantly lower than the Pearson ones for all the

components except for the van der Waals component. In comparison to

other 14 tested docking programs, where the highest observed correla-

tions were obtained for Autodock 3 (0.61 and 0.62 for Pearson and

Spearman correlations, respectively)25 and Dock (0.76 and 0.84 for

Pearson and Spearman correlations, respectively),35 REMD-RS in a com-

bination with MM-GBSA clearly overperforms them. Furthermore, we

analyzed whether the top solutions (based on the total energy from the
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AMBER output) could be improved by the refinement. Interestingly,

despite the weak scoring performance of this scoring scheme, the first

top solution improved its RMSatd from 7.7 to 2.7 Å for 2AMX, while

only the slight improvement for top 100 solutions was observed.

3.2 | General performance of the REMD-RS
docking approach for protein–GAG complexes

The aforementioned procedure was applied to 21 protein–GAG com-

plexes and one protein–alginate complex. For 19 of 21 systems,

experimentally observed binding sites were correctly predicted by the

REMD-RS approach (Table 1), and the experimental GAG orientation

in the binding site was within the highly scored solutions. However,

many solutions were shifted along the reference GAG chain or an

antiparallel binding pose was predicted.

Among protein–GAG complexes, only for the complex of SusE-

like surface polysaccharide binding protein with HP dp6 (PDB ID:

4AK2) the binding site was identified incorrectly (the lowest RMSatd

was 11.6 and 8.7 Å before and after the refinement, respectively). In

most of the cases the properly bound binding sites corresponded to

the protein surface patches with the most positive electrostatic

potential (Figure S1) as it was previously described.25 For the AlgE4–

alginate complex, the ligand dissociated immediately from the protein

F IGURE 1 Top panel: The initial and
final structure of the FGF-1/HP dp6
complex in REMD-RS simulation (docking
run). Green color—X-ray structure of the
complex (PDB ID: 2AXM); blue color—
Position of the HP dp6 at the beginning
and at the end of the REMD-RS
simulation. Middle panel: RMSatd of the
HP in the docking run with the reference

to the X-ray structure. Bottom panel:
RMSatd for best 10 and 100 docking
solutions before and after the refinement
procedure presented as violin plots. The
probability density of the RMSatd is
shown smoothed by a kernel density
estimator, while median, minimum,
maximum, the first and the third quartile
are depicted as an open circle, lower,
upper point of the vertical line, lower and
the upper borders of the black box,
respectively
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and did not bind to it at any protein surface region. This is related to

the fact that AlgE4 protein has a negative net charge of −34 with a

well-defined positively charged groove in the enzymatic binding site

Figure S2). In the course of the REMD-RS simulation, the negatively

charged alginate is repelled from the protein (also when its starting

conformation is in the close proximity to the binding groove), while

due to the narrowness of the binding groove, it cannot associate with

the protein. This happens because its volume is just too big in the

higher replicas to come close enough to the binding groove and to fit

there. For another complex of the enzymatic protein in the dataset,

heparinase with HP dp7 (PDB ID: 3INA), the method finds the binding

site properly after 24 ns of the simulation but similarly to the scenario

with AlgE4. However, due to the nature of the method when d > 0

and e < 1.0 are used, HP ligand does not succeed to enter the binding

groove. These results suggest that REMD-RS docking methodology

with these particular parameters can be successfully applied to the

nonenzymatic complexes of GAGs with proteins, where the binding is

not maintained in a groove/pocket. Fortunately, neither of non-

enzymatic protein–GAG complexes represent a pocket-type of bind-

ing.25 Instead, GAGs tend to bind on the positively charged and

F IGURE 2 The best 1, 10,
and 100 docked structures (from
top to bottom) of the FGF-1/HP
dp6 complex before and after the
5 ns of the MD refinement
procedure. Green color—X-ray
structure of the complex (PDB
ID: 2AXM); blue color—The best
HP dp6 docking positions
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solvent exposed protein surface patches. For enzyme-GAG systems,

where a GAG binds tightly packed into the shape-complementary

binding pose to the groove/pocket, d < 0 and e > 1.0 should be rather

used instead in REMD-RS approach to be potentially able to yield

good quality results. At the same time, a number of conventional and

computationally less demanding docking approaches are quite suc-

cessful in docking GAGs to enzymes.25

The quality of the placement of the approach is reflected by

RMSatd values of the best poses (Table 1) suggesting that for more

than half of the complexes poses with RMSatd values lower than

10 Å were abundant. Since before the refinement higher replicas with

the increased van der Waals radii do not allow for close stabilized con-

tacts between the receptor and the ligand, these values are expected

to be improved by the refinement (see the next subsection). It should

be noted that in this approach completely blind/global docking is car-

ried out, while most of the previously applied docking programs per-

formed local docking in predefined binding sites. Other docking

programs typically yield at best 3–4 Å difference for predicted

protein–GAG complexes in terms of RMSatd to the experimental

structure.25,35 However, in case of the referred work, local docking

approaches to rigid receptors were evaluated. In case the flexibility of

the receptor was allowed, leading to high fluctuations of the long pos-

itively charged GAG binding residues and so increasing the RMSatd

for the ligand, the best RMSatd values were about 5–7 Å, which is

similar to the described here RMSD-RS performance.41 Moreover, a

10 μs MD study of FGF1-HP dp6 X-ray structure, which is one of the

easiest for all docking approaches,25,35 showed very high (about 4 Å

of RMSD) fluctuations of the GAG ligand in the course of the simula-

tion76 rendering it a priori challenging to dock a GAG with much

higher accuracy than these fluctuation values.

The amount of time needed for the equilibration of different sys-

tems are in a range from 1 ns (for HP dp5 in 1MKP complex and for

HP dp6 in 1FQ9 complex, e.g.,) to 220 ns (for HA dp6 in 2JCQ com-

plex). However, for half of the systems the time of convergence was

shorter than 10 ns, while for 17 systems, the convergence time was

less than 30 ns. Interestingly, CD44/HA dp6 complex was previously

computationally analyzed rigorously by 50 μs MD simulation demon-

strating how challenging this particular system could be for in silico

analysis.77 Our method allowed to find the best 1, 10, and 100 docking

poses with RMSatd of 2.0 Å, 2.4 ± 0.2 Å and 5.3 ± 1.9 Å, respectively.

In addition, while CD44/HA dp6 (PDB ID: 2JCQ) represents a com-

plex where electrostatics play a less important role27 than for most of

protein–GAG complexes, and where the GAG (hyaluronic acid) is the

least charged GAG, more charged GAGs do not move significantly on

the protein surface in nonbiased MD simulations of a feasible length.

Even when a starting conformation of a GAG is far from the one

corresponding to the global free energy minimum, the presence of

several positively charged residues in its neighborhood does not allow

the GAG to dissociate or to move away from these positively charged

“anchors”.

TABLE 2 Pearson and Spearman correlation between RMSatd and MM-GBSA binding free energy components

Complex

ΔGtotal ΔGEle ΔGEle + ΔGGB ΔGvdW

Pearson Spearman Pearson Spearman Pearson Spearman Pearson Spearman

2AXM 0.70 0.44 0.93 0.65 0.72 0.38 0.25 0.39

1BFC 0.69 0.80 0.81 0.82 0.71 0.77 0.36 0.48

1FQ9 dp6 0.80 0.45 0.88 0.62 0.76 0.41 0.34 0.64

1FQ9 dp8 0.91 0.87 0.96 0.88 0.96 0.86 0.61 0.86

1FQ9 dp14 0.92 0.91 0.96 0.96 0.93 0.91 0.62 0.76

1GMN 0.68 0.72 0.80 0.78 0.70 0.69 0.36 0.49

1G5N 0.52 0.40 0.50 0.41 0.52 0.39 0.19 0.26

1RID −0.33 −0.44 −0.33 −0.44 −0.32 −0.44 −0.21 −0.19

1XMN 0.35 0.38 0.41 0.50 0.33 0.35 0.29 0.56

2HYV −0.24 −0.36 0.97 0.95 −0.43 −0.39 0.58 0.77

2JCQ 0.65 0.67 0.61 0.62 −0.59 −0.55 0.71 0.71

3C9E 0.39 0.13 0.64 0.25 −0.22 −0.23 0.50 0.31

3C9E dp12 0.61 0.59 0.84 0.80 0.37 0.35 0.35 0.33

4N8W 0.50 0.37 0.85 0.59 0.23 0.29 0.29 0.26

4N8W dp12 0.68 0.66 0.90 0.84 0.53 0.57 0.27 0.35

3INA 0.81 0.81 0.85 0.84 0.79 0.79 0.38 0.74

3MKP dp6 0.62 0.61 0.85 0.74 0.54 0.47 0.48 0.52

3MKP dp12 0.63 0.37 0.76 0.42 0.78 0.44 0.01 0.33

4AK2 0.63 0.64 −0.36 −0.33 −0.35 −0.36 0.00 −0.06

4CNC −0.04 0.01 0.00 0.06 −0.06 −0.01 0.16 0.27

MASZOTA-ZIELENIAK ET AL. 1047

 1096987x, 2021, 15, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jcc.26496 by U

niversity of G
dansk, W

iley O
nline L

ibrary on [14/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



Due to the high importance of the electrostatics in protein–GAG

complexes, pH corresponding histidine residues protonation state could

potentially affect the results of the MD simulation as well as the

obtained MM-GBSA free energy values obtained from it.25 In the ana-

lyzed benchmark dataset, there were three complexes, which were

obtained under the experimental conditions with acidic pH at which his-

tidine residues are supposed to be doubly protonated: 4N8W (pH 4.5),

3C9E (pH 4.5), 2HYV (pH 5). Whereas for 4N8W the histidine residue

is far from the GAG binding site, in 3C9E and 2HYV it is approximately

in the middle of the binding site, representing one of the anchors for

binding the middle of a GAG chain when protonated, which is reflected

in significantly more favorable binding energies for these complexes at

acidic pH.25 The binding pose, however, did not alter when different

protonation states of these histidine residues were considered.25 Since

both histidine residues in the binding sites of 3C9E and 2HYV have this

very central location concerning the bound GAG chain, they would con-

tribute to the higher positive electrostatic potential in the region and

could only assist REMD-RS to find the proper binding site and binding

pose, which in this study was already well predicted for these com-

plexes at neutral pH. This means that the protonation state of the histi-

dines should be taken with care when REMD-RS or any other docking

approaches are applied for protein–GAG complexes. The fact that histi-

dine protonation could be affected by the protein local environment

apart from the pH contributes to the general complexity of appropriate

pH consideration in such simulations.

3.3 | Refinement

The refinement of the obtained docking poses allowed the relaxation

of the system that is inaccessible in the REMD-RS simulation due to

the bigger van der Waals radii in the simulated replicas. The closer

and stronger contacts between the protein and the ligand were

expected to be maintained upon the refinement procedure. Indeed,

the refinement improved the results for 13, 14, and 16 systems out of

20 for 1, 10, and 100 best poses, respectively (Table 1). This clearly

suggests that the refinement procedure could be beneficial in the

docking pipeline. We also applied the same refinement procedure for

the top 1, 10, and 100 solutions (based on the AMBER total energy).

Despite the RMSatd values were significantly higher for these docking

solutions in comparison to the best docking solutions, the refinement

improved the results for 19, 15, and 18 systems out of 20 for the top

1, 10, and 100 solutions, respectively (Table S1). However, these

results for the top poses should be interpreted carefully since in this

case most of the docking poses were far from being close to the X-ray

structures. There are several reasons why the refinement was per-

formed in the explicit solvent, whereas the REMD-RS step was done

in the implicit solvent: 1. the simulation in the implicit solvent is com-

putationally much less expensive, which suggests more effective sam-

pling on the full surface of the protein; 2. the electrostatic interaction

that is the driving force in protein–GAG complexes is not screened

too dramatically as it would be the case for explicit solvent, especially

for the replicas with the biggest van der Waals radii, which also leads

to a more efficient “electrostatic complementarity” of the ligand to

the proper binding site; 3. since the water-mediated interactions are

very important in protein–GAG systems,27 the use of the explicit sol-

vent in the refinement procedure results in obtaining the structures

where the contacts between protein and GAG residues are partially

water-mediated which is more appropriate for these systems.

For the starting points as well as for the best 1 and 10 binding

poses before and after the refinement we compared the values of

RMSatd and classical RMSD (Table S2). RMSD values are essentially

higher than corresponding RMSatd values, although they are well corre-

lated: 0.88, 0.83, 0.73, 0.92, and 0.91 Pearson correlation coefficients

were obtained for the starting points, the best 1 pose before and after

the refinements and the best 10 poses before and after the refine-

ments, respectively. The sufficient visual overlap between the obtained

docking solutions and the X-ray structure and these high RMSD values

underline that the RMSatd metric is more useful metric compared to

RMSD as explained above. This statement can be justified by consider-

ing two principally important properties of GAG binding not taken into

account when RMSD is applied. The first one is the GAG periodicity: if

a docked structure is shifted by a dimeric unit in comparison to the

X-ray reference structure, an overlapping part of a GAG could be still

docked correctly (which would be reflected in a low RMSadt) but its

RMSD to the X-ray structure is already higher than 8–10 Å which are

typical distances between the atoms in repetitive equivalent units

(e.g., based on the NMR structure of the unbound heparin, PDB ID:

1HPN). The second reason for such high RMSD values is that it is very

challenging to distinguish two different orientations (or polarity) of GAG

binding in the same binding sites by the computational methods since

the binding strength of the antiparallel orientations is very similar.78

Whereas two well overlapping antiparallel orientations are be very simi-

lar in terms of RMSatd, they will have a very high RMSD (Figure S3). In

terms of the physical properties of the system, the disposition of the

functional groups, in particular sulfate and carboxyl groups that are keys

for the interactions with proteins25 are very similar in the antiparallel

orientations. Therefore, the results of this work and the studies where

RMSatd is used should be interpreted with care: low RMSatd values do

not strictly mean high similarity in terms of the distance between the

identical atoms in the docked and the reference structure but suggests

that a shift by periodic unit or antiparallel orientation of the docking

solution are considered in this description of the docking results, which

is apparently not the case in for classical RMSD.

3.4 | Scoring

Furthermore, REMD-RS scoring schemes were evaluated in terms of

RMSatd Pearson and Spearman correlations with the score values

(Table 2 and Table S1). The highest correlations were obtained for

ΔGEle: for most of the complexes, the corresponding correlation coeffi-

cients were above 0.8 for Pearson and slightly lower for Spearman cor-

relation. The outliers were: 1G5N, 3C9E (see the next subsection for

details) and 1RID, 4AK2, 4CNC, 1XMN, 2JCQ. For 1RID, 4AK2, 4CNC,

the reason for this was that the predicted binding pose was essentially
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different from the experimental one. For 1XMN, two distinct binding

poses (one of them was similar to the experimental one) were predicted

to be similarly favorable leading to the lower correlation when taking

into account RMSatd for both poses coexisting in dynamic equilibrium.

For 2JCQ complex, electrostatic–driven interactions were previously

shown to be less important than van der Waals ones.27 In general, the

obtained correlations with ΔGtotal and ΔGEle + ΔGGB are lower than for

ΔGEle. However, for most of the complexes they are still meaningful

(higher than 0.6). The decrease of the correlation coefficients could be

related to the implicit solvent model imperfections since the proper

description of solvent is especially important for protein–GAG interac-

tion analysis.27 Even lower correlation obtained for ΔGvdW supports the

dominant role of electrostatics in most of the analyzed systems. The

only clear exception from this rule is 2JCQ (both Pearson and Spearman

correlation are 0.71), where the van der Waals contribution is more

decisive than the electrostatic one27 and where the GAG (hyaluronic

acid) is the least charged in the whole dataset. At the same time, all

MM-GBSA scoring schemes employed with REMD-RS approach includ-

ing ΔGvdW revealed clear advantage over the ones implemented in

14 previously analyzed docking programs when compared in terms of

the correlations between the similarity to the experimental structure

and scores.25,35 This suggests that considering the descent placement

performance together with the use of ΔGEle, in particular, could lead to

reliable docking results. In contrast, when using AMBER total energy

from the output (Table S1), there was only one complex (2HYV), for

which meaningful correlations were obtained. These results are espe-

cially interesting since the key differences between these two scoring

schemes are (in the order of decreasing significance): (1) the consider-

ation of the kinetic energy component by AMBER total energy;

(2) employment of the different implicit solvent models; (3) minimization

of the structure for each frame in the MM-GBSA approach.

In a recent study of Siebenmorgen and Zacharias conducted in

parallel to our work, MBAR free binding energy-based scoring

Scheme79 was applied to a dataset of 36 protein–protein complexes

docked by REMD-RS method.80 In this work, the Spearman correla-

tion with the experimental values were 0.77 and 0.55 for the simula-

tions in explicit and implicit solvent models, respectively. These

results suggested that especially in case of the charge-driven interac-

tions, the use of explicit solvent model can be advantageous. In the

future steps of REMD-RS tests for protein–GAG systems where

experimental binding data are accessible (which are very few for the

available experimental structures25), it is worth to compare different

scoring schemes and solvent models for different classes of ligands

including proteins, peptides, nucleic acids and polysaccharides.

3.5 | Particular cases of protein–GAG complexes

3.5.1 | Protein–GAG systems with Ca2+ ion in the
complex interface (PDB ID: 1G5N, 2HYV)

For both systems containing annexins II and V (2HYV and 1G5N,

respectively) with HP, Ca2+ ions in the complex interface directly

participate in establishing protein–GAG interactions. For both com-

plexes, REMD-RS succeeded in predicting binding sites correctly and,

in general, the predictive ability of this approach for these complexes

did not stand out from the rest of the complexes (without ions partici-

pation) in the dataset. The experimental binding poses were accu-

rately reproduced for 2HYV (Table 1) but not for 1G5N, where the

most favorable binding pose was predicted to be only in a partial over-

lap with the experimental one. As a consequence, all the correlations

between scores and RMSatd for 1G5N are lower than for the rest of

the studied complexes on average (Table 2). For 2HYV, only correla-

tions for ΔGele and ΔGvdW are meaningful, which agrees with our pre-

vious data regarding inability of MM-GBSA to account for ions in the

ΔGGB term and, therefore, in ΔGtotal.
81 Instead, AMBER total energy

correlated well with the structural difference between the docked

structures for 2HYV and its experimental reference structure. It is

worth mentioning that despite the applied restraints Ca2+ ions moved

significantly during the REMD-RS simulation. The scarcity of the sub-

set of protein–Ca2+–GAG structures does not allow to draw any con-

clusion whether such complexes are more challenging for the

approach than other complexes. As we showed recently, for these

two Ca2+-containing protein–GAG complexes, the presence of Ca2+

ions on the protein surface essentially affects the performance of

computational analysis of these systems, including conventional and

REMD-RS docking performance.82

3.5.2 | Cathepsin K/CS4 dp6 (PDB ID:
3C9E, 4N8W)

Cathepsin K/CS4 is a unique system in our dataset. It is the only

known protein–GAG complex where a GAG can bind to two different

sites and its preferences are dictated by the experimental condi-

tions.58,59 REMD-RS found both binding sites but with a clear ten-

dency of the 4N8W in terms of both accuracy of the best docking

poses and correlations between RMSatd with free energy compo-

nents (Tables 1 and 2, Figure 3). This is in agreement with the study of

Lecaille et al. where the binding pose from 4N8W is a preferred one

not only in the experimental study but also in the MD-based analy-

sis.83 When the docked GAG is elongated to dp12, it connects both

binding poses from the X-ray structures improving the correlation

coefficients for each of them. For this system, correlations with ΔGEle

and ΔGtotal are both significant. Moreover, this system revealed seri-

ous challenges for docking programs tested previously with regard to

placement algorithms as well as for scoring performance.25,35

3.5.3 | HGF/HP dp6 (PDB ID: 3MKP)

In the complex of HGF/HP dp6, a great performance of REMD-RS

was observed (Tables 1 and 2, Figure 3). In this case, correlations

of all MM-GBSA components were high. The results did not

change significantly upon the elongation of HP dp6 to dp12. The

longer GAG was docked in the way that one terminal part of the
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docked ligand overlapped with the X-ray ligand structure for dp6.

Therefore, REMD-RS could be also used to rank the GAG subsites

regarding their importance/energy contribution for complex for-

mation, while docking GAGs of different lengths could be useful

for defining the minimal binding units in protein–GAG systems.

The independence between performance and GAG length in

REMD-RS was found to be a major advantage compared to con-

ventional docking methods.

3.5.4 | FGF-2/FGFR1/HP dp6 and dp8 (PDB
ID: 1FQ9)

FGF-2/FGFR1 with HP is another example of how GAG of different

lengths could be used for the characterization and comparison of

GAG binding subsites. In the crystal structure, HP dp6 and HP dp8 are

resolved.52 Therefore, we docked HP dp6, HP dp8, and HP dp14 sep-

arately. Our data show (Tables 1 and 2, Figure 3) that both HP dp6

and HP dp8 are preferably docked to the subsite where HP dp8 in the

X-ray structure is resolved. Docking of HP dp14 yields the structure

that overlaps with both experimentally resolved ligands. Interestingly,

the docking approach performs even better for HP dp14 than for

shorter GAGs which is the opposite to the results obtained by con-

ventional docking, where the performance significantly drop upon the

GAG elongation.35

3.5.5 | CXCL-12/HP (PDB ID: 2NWG)

Finally, we docked a HP dp14 to a CXCL12 which binds two HP

dp2 in the X-ray structure 2NWG in two different binding sites,

characterized by high affinity and low affinity to HP.65 Both NMR

and molecular modeling performed with conventional docking

proposed that the high affinity binding site is the first anchoring

point for a GAG chain, which could be then elongated into the

lower affinity binding site.84 REMD-RS produced an ensemble of

docked structures that indeed covered the high affinity binding

site (Figure 4). The direction of GAGs in the ensemble allows its

involvement in the binding to low affinity binding site after the

refinement. Therefore, the new docking approach was able to

properly distinguish several binding sites of different affinities on

the same protein.

F IGURE 3 REMD-RS docking results (best pose) for cathepsin K/CS4 dp6 (top, left: CS4 from 3C9E is in green, CS4 from 4N8W is in yellow;
best pose for dp6 is shown in blue and for dp12 in magenta); HGF/HP dp5 (top, right; the best pose for dp6 is in blue, the best pose for dp12 is in
magenta, the X-ray structure is in green); FGF2-FGFR1-HP/dp6 and dp8 systems (bottom from left to right docking results for HP dp6, dp8 and
dp14; X-ray structures are in green, the docked structures are in: Blue—dp6, dark blue—dp8, magenta—dp14). RMSatd values with the reference
to the experimental structures are provided
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4 | CONCLUSIONS

We evaluated the predictive power of the REMD-RS approach for

docking GAGs to proteins on a dataset of 22 molecular systems which

included also one protein–alginate complex. The starting location of

the ligand in MD simulations was defined as far as possible from the

experimentally known binding site. For the 19 out of 21 protein–GAG

complexes, the experimental oligosaccharide binding site was found

correctly. For the complex of AlgE4 with the alginate, dissociation

from the protein surface was observed due to the high net negative

charge of the protein. Depending on a particular complex, time of the

simulation convergence ranged from 1 to 220 ns with 16 complex

structures being converged in less than 30 ns. For most of the com-

plexes, the binding poses were predicted correctly in terms of their

orientations in the predicted binding site, shown by an overlap of the

structural ensembles of the obtained solutions and the corresponding

experimental structure. However, due to the fact that in REMD-RS

simulations all replicas besides the first one contain bigger van der

Waals volumes of the ligand and receptor atoms than the ones in the

unmodified force field, the method struggles to dock well into the

pocket/groove type of binding sites. Also, the method does not allow

to distinguish GAG binding poses in the opposite polarity. Refinement

of the docked structures in explicit solvent, nevertheless, essentially

improves the quality of docking predictions. Strong correlation

between MM-GBSA free binding energy components (especially its

electrostatic component in vacuo) and the structural similarity to the

experimental structure suggest that the use of MM-GBSA free energy

components represent an effective scoring scheme to be used with

this approach. The results for the complexes including ions in the

binding interface did not stand out from the results for the rest of the

systems. The performance of the approach is not affected by the

increase of the GAG ligand length as it was the case for conventional

docking approaches making it especially attractive in docking long

GAGs. To summarize, the method proposed by Siebenmorgen44 origi-

nally aimed at protein–protein docking, when applied for protein–GAG

systems, yielded promising results demonstrating the following

advances over other docking methodologies previously applied to the

protein–GAG systems: (1) allows full flexibility of both receptor side

chains and ligand; (2) provides a reliable scoring scheme; (3) is totally

independent of the GAG ligand length rendering it feasible to evaluate

the role of GAG binding subsites and prediction of GAG minimal binding

units. Our study contributes to the protein–GAG specific tool set, which

application allows for an improvement of theoretical analysis quality of

these challenging and biologically relevant molecular systems.
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Abstract

Glycosaminoglcyans (GAGs), linear anionic periodic polysaccharides, are crucial for

many biologically relevant functions in the extracellular matrix. By interacting with

proteins GAGs mediate processes such as cancer development, cell proliferation and

the onset of neurodegenerative diseases. Despite this eminent importance of GAGs,

they still represent a limited focus for the computational community in comparison

to other classes of biomolecules. Therefore, there is a lack of modeling tools designed

specifically for docking GAGs. One has to rely on existing docking software devel-

oped mostly for small drug molecules substantially differing from GAGs in their basic

physico-chemical properties. In this study, we present an updated protocol for dock-

ing GAGs based on the Repulsive Scaling Replica Exchange Molecular Dynamics (RS-

REMD) that includes explicit solvent description. The use of this water model

improved docking performance both in terms of its accuracy and speed. This method

represents a significant computational progress in GAG-related research.

K E YWORD S

explicit solvent, glycosaminoglycan modeling, molecular docking, molecular dynamics,
repulsive scaling replica exchange

1 | INTRODUCTION

Glycosaminoglycans (GAGs) are heterogeneous long linear periodic

anionic polysaccharides that consist of repeating disaccharide

units.1 The components of these disaccharide units may exhibit dif-

ferent sulfation patterns, which alter their conformational properties

and binding characteristics.2,3 GAGs are important players of the

extracellular matrix where they are crucial for a variety of the bio-

logical functions via their interactions with protein targets. In partic-

ular, GAGs influence processes such as tissue regeneration,4,5

cancer development,6,7 infection,8,9 cardiovascular diseases,10 cell

maturation11 and proliferation,12 Alzheimer's and Parkinson's dis-

eases13 and inflammatory response.14 Two major groups of proteins

that interact with GAGs are growth factors15–17 and chemokines.18–20

While some protein-GAG interactions are considered highly specific21

and selective,22 many other are predominantly driven by non-specific

electrostatic interactions.23,24

Considering GAG structural properties and the fact that GAG

binding regions on the protein surface are not always well-defined,

docking of GAGs may be immensely challenging.24 Additionally, com-

putational GAG research is still lagging behind that of small drug mole-

cules, peptides and proteins as only a limited group of scientists are

involved in GAG-related studies. Although there is a number of dock-

ing software that can be applied for docking GAGs, most of them do

not perform at satisfactory level for these systems.25,26 One of the

conventional docking tools, Autodock3 (AD3),27 was proven to work

effectively in several GAG-protein complexes.25,26 However, AD3 has

an important limitation, the maximum number of torsional degrees of

freedom considered in the calculations, which narrows effective dock-

ing to GAGs with a degree of polymerization (dp) of up to 8. To tackle
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this challenge, a few new docking tools emerged to account for long

GAG flexibility. One of them is Dynamic Molecular Docking

(DMD),28 which is a steered MD-based method where the GAG is

moved from a distant position towards the binding site on the pro-

tein surface by application of an additional potential defined by the

distance between two groups of specific atoms in the protein and in

the GAG. DMD allows for fully flexible docking of long GAG mole-

cules, but it is a local docking approach and it is very demanding in

terms of required computational resources. Another docking tool

created to face the challenge of flexible docking of long molecules is

Replica Exchange Molecular Dynamics with Repulsive Scaling

(RS-REMD)29,30 which was originally designed for protein–protein

docking by Siebenmorgen et al. It was later implemented for GAG

docking to proteins and proved to be successful at this task,31 even

for GAGs of dp24 and dp48.32 In RS-REMD, van der Waals radii

are scaled in different replicas (without influencing other types of

interactions), which allows for an extensive and robust search of

the binding sites and proper sampling of GAG conformations on the

protein surfaces. Additionally, both protein sidechains and GAGs

remain flexible. This method is especially suited for GAGs, because

electrostatics play a crucial role in protein-GAG complexes by

establishing strong charge–charge interactions. Therefore, affecting

van der Waals radii in different replicas allows for a drastically faster

scanning of the protein surface, avoiding potential local minima and

providing effective prediction of GAG binding sites defined mainly

by electrostatics.

In this work, we propose an improved RS-REMD protocol that

includes an explicit water model that is expected to be superior to

the implicit model in terms of docking quality due to more realistic

description of the interactions between solvent and solutes.33 To

test this, three complexes were rigorously analyzed in terms of dock-

ing performance: Acidic Fibroblast Growth Factor (FGF1)—heparin

(HP) dp6, Basic Fibroblast Growth Factor (FGF-2)-HP dp6, and Anti-

thrombin III (ATIII)-HP dp8. We observed an improvement in the

performance of docking GAG molecules in these complexes: RMSatd

(root mean squared atom type deviation; described in details in

Materials and Methods) for the 10 most energetically favorable

poses decreased from 6.7 ± 5.3, 5.4 ± 1.3, and 10.9 ± 8.1 Å to

5.4 ± 1.1, 4.4 ± 0.5, and 2.5 ± 0.2 Å when comparing results

obtained with implicit and explicit solvent model, respectively.

Therefore, the improvement of the docking results was by 1.3, 1.0,

and 8.4 Å for the tested systems. It was also found that despite using

a more accurate explicit water model there was no observed

increase in computational expenses, and thus this upgraded protocol

is not more demanding in terms of computational resources than the

previously described one deploying an implicit solvent model. Since

all the steps are performed with the explicit water model, after the

production runs there was no need for the additional refinement

required in the RS-REMD protocols with implicit solvent. This new

approach contributes to a pool of new docking programs targeted

for protein-GAG interactions that can gear the progress in the field

of GAG-driven drug design and regenerative medicine, as well as

cancer research.

2 | MATERIALS AND METHODS

2.1 | Structures and parameters

All the experimental structures used for this work are obtained from the

Protein Data Bank (PDB): 1BFC (Basic Fibroblast Growth Factor com-

plexed with HP dp6)16; 2AXM (dimer of Fibroblast Growth Factor com-

plexed with HP dp6),17 monomeric protein form was used as in original

paper for the RS-REMD GAG docking method with the implicit sol-

vent31; 1E03 (plasma alpha Antithrombin III complexed with HP dp5

derivative, in this work HP dp8 was used).34 ff14SBonlysc force field

parameters35 were used for the proteins. Literature data for the sulfate

groups36 and GLYCAM0637 force field parameters were used for GAGs.

2.2 | RS-REMD docking simulations

All the simulations have been performed in AMBER20 package.38 The

original protocol used for protein–protein docking was described by

Siebenmorgen et al.29 Implemented protocol for the GAG to protein

docking was described in details in the work of Maszota-Zieleniak

et al.31 In brief, the ff14SBonlysc39 force field parameters for protein

and the GLYCAM0637 for GAGs were used. GAGs were placed at a

random position on the protein surface far from the experimentally

known binding site. In the original protocol,31 MD docking runs were

performed in implicit solvent using igb model 840 and infinite cutoff

for the nonbonded interactions. 3000 steps of steepest descent and

3000 steps of conjugate gradient were performed as a minimization.

This was followed by heating up the system to 300 K using Langevin

thermostat. In the main RS-REMD simulations the harmonic restrains

(0.05 kcal/mol/Å2) were used on a protein's heavy atoms and addi-

tionally the half parabolic distance restraints of 1.0 kcal/mol/Å2 were

used between COM of the ligand and receptor to avoid complete dis-

sociation from the protein. In 16 replicas, Lennard–Jones

(LJ) parameters were altered. Parameter d affecting the effective van

der Waals radius was set to 0.00, 0.01, 0.02, 0.04, 0.08, 0.12, 0.16,

0.20, 0.24, 0.28, 0.32, 0.38, 0.44, 0.50, 0.58, 0.68 Å, while the factor

e adjusting the LJ well depths was assigned to 1.00, 0.99, 0.98, 0.97,

0.96, 0.94, 0.92, 0.90, 0.88, 0.86, 0.84, 0.82, 0.80, 0.78, 0.76, 0.74,

respectively. After the RS-REMD docking using implicit solvent was

completed additional refinement using explicit solvent was performed

to achieve more appropriate ligand conformations with a more

advanced water model and to properly relax the system which is hin-

dered in this RS-REMD simulation due to the combination of bigger

van der Waals radii in high replicas with the implicit solvent model. A

100 energetically best poses were chosen, and short 5 ns MD unre-

strained simulations were performed.31

In the current work, the protocol is adapted to explicit solvent

using the explicit water model TIP3P.41 Due to the introduction of the

explicit water model, prior to the RS-REMD runs, minimization and

equilibration steps were also performed using explicit water model.

An 8 Å layer as a truncated octahedron made of TIP3P water mole-

cules was added to solvate complexes. To neutralize the charge of the

1634 MARCISZ ET AL.

 1096987x, 2022, 24, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/jcc.26965 by U

niversity of G
dansk, W

iley O
nline L

ibrary on [14/06/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



system, Na+/Cl� counterions were added.42 Preceding RS-REMD

runs energy minimization was performed consisting of 500 steepest

descent cycles and 103 conjugate gradient cycles with 100 kcal/mol/

Å2 harmonic force restraint on solute atoms followed by 3 � 103 stee-

pest descent cycles and 3 � 103 conjugate gradient cycles without

any restraints. This was continued by heating of the system to 300 K

for 10 ps with harmonic force restraints of 100 kcal/mol/Å2 on solute

atoms. Later, the system was equilibrated at 300 K and 105 Pa in an

isothermal isobaric ensemble for 500 ps. All other details and steps

not mentioned here were the same as in the original version of the

method.31 Examples of the new input files including all parameters

used with the explicit water model are provided in the Supplementary

Materials.

Five independent RS-REMD simulations in explicit solvent were

performed for the complexes IBFC and 2AXM, and results from implicit

solvent simulations of these complexes were reported earlier.31 1E03

with HP dp8 was subjected to RS-REMD simulations for the first time,

and in addition to five independent explicit solvent simulations, a simu-

lation in implicit solvent was also performed for this complex.

We also performed five independent RS-REMD simulations for

FGF-2-HP dp6 system (using 1BFC pdb structure as reference) in

explicit solvent with additional potentials applied to HP glycosidic

linkages. These potentials were defined by the following expressions:

E ϕð Þ¼ k1 1þ cos n1ϕ�m1ð Þ½ �

E ψð Þ¼ k2 1þ cos n2ψ�m2ð Þ½ � ð1Þ

where φ and ψ are dihedral angles describing glycosidic linkages, as it

was defined in the work of Satelle et al.43 k is the force constant, n is

periodicity and m is phase shift. The parameters for these potentials

are based on the glycosidic linkage energy maps44 and their respective

values are summarized in Supplementary Materials (Supplementary

Table 2). These parameters were fitted in a way that for each replica,

the maxima of the potential function corresponded to the glycosidic

linkage energy minima. For these RS-REMD simulations we applied

the protocol described above.

2.3 | Binding free energy calculations

MM/GBSA (molecular mechanics generalized born surface area)

model igb = 245 from AMBER2038 was used for per residue decom-

position and free energy calculations on the trajectories obtained from

RS-REMD simulations. These energy values should be understood as

approximate binding free energy values.

2.4 | RMSD and RMSatd evaluation

RMSD (root mean square deviation) and RMSatd (root mean square

atom type deviation) were used as metrics for the structural similarity

between obtained results and the crystal structure. RMSatd is defined

as the root-mean square of pairwise atomic distances while pairing up

the spatially closest atoms of the same type. Due to the periodic

nature of the GAGs, this method should be more appropriate than

classical RMSD analysis.28 RMSatd accounts for the periodicity of the

functional groups in the GAG molecules by claiming that two GAGs

shifted by several periodic units are structurally similar. In the same

case, the classical RMSD distance metric would consider those two

structures significantly different. Additionally, RMSatd can be used for

comparison of molecules with different numbers of atoms. This is very

important in the analysis of GAG docking site due to the fact that

often only a fragment of the longer periodic GAG molecule used for

crystallization is visible in the crystal structures.

3 | RESULTS AND DISCUSSION

In the protocol prepared by Maszota-Zieleniak et al.31 an implicit sol-

vent model was used during RS-REMD docking, followed by a short

5 ns refinement with an explicit TIP3P water model. The new protocol

presented in the current study uses TIP3P water through the whole

RS-REMD docking protocol, thus there is no need for additional refine-

ment for the best poses after the docking. Additionally, the new proce-

dure is not more time consuming in terms of computational resources

and the wall-clock time. Usually, docking is stopped when convergence

is observed: ligand remains near one particular binding site and does

not essentially move away from it. In this study, however, we continued

the simulations after achieving convergence to assess the computa-

tional performance of the method and to prove that no changes in the

binding pose occur. The RS-REMD simulations, when using Nvidia

Tesla K40d gpu cards (16 per job, one per replica), typically finished

after less than 3 days (65–69 h, the range means that the calculation

times were slightly different for independent RS-REMD runs), yielding

500 ns for the 1BFC and 2AXM complexes. For the 1E03 complex,

220–240 ns, which was a sufficient time for convergence, were calcu-

lated in 72 h. With the implicit solvent it took 72 h on the same GPUs

to complete around 300 ns of the simulations for the 1BFC and 2AXM

and around 190–200 ns for the 1E03. The reason for this could be that

in the case of implicit solvent we used additional restraints to keep

proper puckering of GAG rings that are often distorted during MD sim-

ulation in implicit solvent, which essentially affected the time of compu-

tations. Arguably, the new method can be even faster when a user aims

to analyze many best scored poses due to the absence of additional

refinement that is required when using the implicit solvent RS-REMD

docking. In the latter, a standard procedure for one hundred best poses

requires running one hundred 5 ns refinement runs in explicit solvent,

which is time consuming both in terms of file preparation efforts and

computational resources.

3.1 | RS-REMD docking performance

RMSatd values for the docking poses obtained with the new RS-

REMD procedure with explicit solvent for the analyzed complexes

MARCISZ ET AL. 1635
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(Table 1) were compared to the values obtained with the method with

implicit solvent. First, we performed MM/GBSA analysis for all the

frames from RS-REMD simulation. Those docking results were ranked

in terms of their free binding energies. Then, as in the original paper31

on GAG docking with RS-REMD method with implicit solvent, the

10 and 100 energetically best poses, defined as Top10 and Top100

poses, respectively, were chosen. Afterwards, RMSatd was calculated

for those Top10/100 poses. Average RMSatd values for the 1BFC,

2AXM and 1E03 were 5.4 ± 1.1, 4.4 ± 0.5, and 2.5 ± 0.2 Å, respec-

tively, in case of Top10 poses using the explicit solvent model, which

were lower than RMSatd obtained with the implicit solvent model.

With the implicit solvent Top10 yielded following values for the

1BFC, 2AXM and 1E03: 7.3 Å ± 0.5 Å and 6.7 ± 5.3 Å,31 5.8 ± 0.3 Å

and 5.4 ± 1.3 Å,31 22.4 ± 7.8 Å and 10.9 ± 8.1 Å before and after

refinement, respectively. The following Top100 data were obtained

from RS-REMD docking for the 1BFC, 2AXM and 1E03: 5.6 ± 0.9 Å,

4.4 ± 0.6 Å, 2.7 ± 0.2 Å in case of explicit solvent. Top100 with the

implicit solvent for the 1BFC, 2AXM and 1E03 yielded following

results: 9.7 ± 1.4 Å and 8.7 ± 6.1 Å,31 8.0 ± 0.5 Å and 4.9 ± 1.3 Å,31

21.6 ± 6.4 Å and 11.5 ± 8.8 Å before and after refinement,

respectively.

Alternatively, instead of selecting top-scored poses, one can clus-

ter the structures obtained in the MD simulations after the conver-

gence is reached, and further choose the representatives of the

clusters for classical MD simulations with the MM/GBSA free energy

calculations. This potentially could provide more accurate free energy

estimates of the particular binding poses since in such calculations

multiple frames would be used in comparison to a single frame corre-

sponding to each of the structures within Top10 and Top100 solu-

tions. However, such a “classical” approach for docking scoring would

require extensively more computational resources.

Additionally, we compared our results with AD3 docking results

obtained by Samsonov and Pisabarro for 50 top scored solutions from

1000 AD3 docking poses.46 In case of 1BFC RS-REMD method

yielded slightly worse results than AD3 (5.4 ± 1.1 Å vs. 4.8 ± 1.4 Å).

However, in case of 2AXM and 1E03 RS-REMD allowed for much

better quality of docking when compared with AD3: 4.4 ± 0.5 Å

vs. 7.3 ± 2.5 Å and 2.5 ± 0.2 Å vs. 4.6 ± 1.4 Å, respectively. It should

be noticed that in the work of the Samsonov and Pisabarro the AD3

docking was not performed for the whole protein but only for the part

of the protein that included the experimentally known binding site.

Importantly, all the obtained docking poses with high RMSatd are

energetically unfavorable (Figures 1 and S1). Therefore, in a practical

case when there are no a priori data on the GAG binding site, no poses

would be selected for further analysis that are far outside the docking

region obtained using MM/GBSA evaluation. However, it should be

admitted that some poses with very low RMSatd were not among the

top-scored. The reason for this could be the fact that binding energies

in higher replicas are much higher than in lower replicas for the same

or similar ligand poses. Due to increased atomic van der Waals radii in

higher replicas, after the exchange from the lower replica some ligand

atoms can be too close to protein atoms and cause unfavorable spa-

cial overlap. For the case when slightly higher RMSatd values corre-

sponding to favorable energetic values are observed, the explanation

could be that in the PDB structures only a small fragment of the peri-

odic GAG molecule is resolved. This means that some fragements of

the GAG molecule are not resolved, and this results in decreased

TABLE 1 RMSatd values (Å) for the energetically best poses obtained in the docking by RS-REMD with explicit solvent in comparison to the
corresponding data obtained with the implicit solvent RS-REMD approach by Maszota-Zieleniak et al.31 For 1E03, implicit solvent simulations
were performed in the current study.

Simulation
1BFC 2AXM 1E03

Explicit Top10 sd Top100 sd Top10 sd Top100 sd Top10 sd Top100 sd

1 4.9 0.6 5.1 0.9 4.5 0.8 5.0 0.7 2.8 0.5 3.o 1.0

2 5.8 0.6 5.9 0.9 4.1 0.5 4.1 0.5 2.4 0.1 2.5 0.2

3 4.0 0.6 5.1 1.5 5.1 1.0 4.5 0.8 2.4 0.3 2.5 0.5

4 7.1 0.3 6.9 0.4 3.9 0.9 3.9 0.9 2.3 0.1 2.4 0.2

5 5.2 0.7 5.1 0.7 4.4 0.5 4.5 0.5 2.7 0.2 2.9 0.6

Average 5.4 0.6 5.6 0.9 4.4 0.7 4.4 0.7 2.5 0.2 2.7 0.3

Implicit Top10 sd Top100 sd Top10 sd Top100 sd Top10 sd Top100 sd

Average 6.7 5.3 8.7 6.1 5.4 1.3 4.9 1.3 10.9 8.1 21.6 6.4

Abbreviation: sd, standard deviation.

F IGURE 1 MM/GBSA binding free energies in the protein-GAG
complex 2AXM and RMSatd values of the GAG molecule (with the
reference to the crystal structure).
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reliability of the RMSD/RMSatd analysis. We believe that when we

observe especially favorable energetic interactions for poses that are

not top-rated in terms of the RMSatd, these poses could correspond

to the ones adopted by longer GAG molecules (made up of more

repetitive periodic units). Therefore, RS-REMD could suggest how

the extension of the binding site, beyond what was captured in the

crystal structure with its X-ray method limitations, could look like to

accommodate longer GAG oligosaccharides. Furthermore, GAGs dis-

play high flexibility, periodicity and a particular property that is

termed multipose binding.47 This means that they can bind multiple

sites on the protein surface and/or in multiple poses in one binding

region (e.g., at different angles between the GAG chains in those

poses). This phenomenon, depending on the range of flexibility and

conformational freedom of the GAG upon binding to the protein,

may be also called either plastic or non-selective binding.24

RS-REMD simulations were also performed for 1BFC system

with additional potential functions imposed on dihedral angles that

compose glycosidic linkages, to check if additionally allowed flexibil-

ity of the GAG chains could lead to the improvement of the docking

results. With subsequently higher replicas, the height of the energy

barrier decreased. This potential function was included in order to

force GAG to change its conformation on higher replicas, which, in

turn could improve the search of its conformational space. The

results obtained with this approach are comparable with the data

discussed above (Table S3). In particular, for most replicas we

observed that the Top10 structures based on their respective bind-

ing free energies yielded better results than Top100. The obtained

results might suggest that glycosidic linkages are able to adapt their

preferable conformation already in the unbiased RS-REMD simula-

tions. The comparison of the two types of glycosidic linkages for

the lowest and highest replicas, named type 1 (between GlcNS(6S)-

IdoA(2S)) and type 2 (between IdoA(2S)-GlcNS(6S)), revealed differ-

ences in the preferable conformations (Figure S5). For type 1, in the

lowest replica a few local minima were present, while for the high-

est, one well-defined minimum was defined. For type 2, for both

the lowest and the highest replica, one minimum was present. How-

ever, for this glycosidic linkage type the difference in the position

of this minimum is significant. The distribution of dihedral angles

suggest that these additional potential function might increase the

available conformational space during the RS-REMD simulation.

These potentials might be essential in a scenario in which dihedral

angles present in reference structure correspond to local minima

where they are trapped.

The Top10 poses from each RS-REMD run were visually ana-

lyzed. The observed poses look very similar, and they all are located in

the same specific region on the protein surfaces (Figures 2 and S2).

Additionally, they correspond to low RMSD between themselves

(4.2 Å, 3.9 Å, 1.4 Å for 1BFC, 2AXM and 1E03, respectively; Table S1)

which suggests that they all belong to the same structural cluster.

Considering that the GAGs observed in computational studies often

reveal high mobility and plasticity of the binding on the protein sur-

face24,46 the results should be interpreted essentially differently than

when analyzing binding of small drug molecules. During conventional

MD runs starting from the crystal structure with the same force field

parameters, observed GAG RMSD (using the crystal structure as a ref-

erence) was 4.1 Å ± 0.6 for the 1BFC complex, 5.2 ± 1.2 Å for the

2AXM dimer complex and 1.4 ± 0.3 Å for the 1E03 complex.46 For

the 2AXM monomeric variant, an RMSD of �4 Å was observed.44 In

F IGURE 2 Top 10 binding poses (in cyan) from the RS-REMD
docking for the 2AXM complex. HP dp6 from the X-ray structure
(in black) for the reference is visualized in the binding site.

F IGURE 3 Binding energy values obtained with MM/GBSA
calculations in the course of the MD simulation for the first replica
from the RS-REMD docking.
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the work of Sankaranarayanan et al., they observed a characteristic

GAG RMSD fluctuation of 2.83 Å for the Transforming Growth

Factor-β2 with chondroitin sulfate dp6.48 This indicates that the vari-

ance of the energetically most favored poses from RS-REMD docking

can be even lower than natural movements of the GAG molecules for

the MD starting from their X-ray binding pose, and the movements

are associated with imperfections of the force fields. This suggests a

remarkable specificity of the structures obtained in this study, which

together with the accuracy of the method renders its performance

superior to all other previously applied methods in the field of

protein-GAG docking.

Additionally, we observed a decrease in RMSatd values and the

free binding energy already after the first nanoseconds of the RS-

REMD simulation (Figures 3 and 4, S3 and S4), suggesting a more

favorable binding in comparison to the data from the implicit

RS-REMD approach. This means that after a relatively short time of

RS-REMD-based docking, the potential region for GAG binding could

be detected.

There may be several reasons for the improvement of the docking

performance with explicit solvent in comparison to the implicit one.

Water is crucial for the interactions of GAGs and protein molecules.

In the available experimental structures, the amount of the water mol-

ecules in protein-GAG complexes is about 10 times higher than in

protein–protein complexes.49 Furthermore, about a half of all protein-

GAG residue contacts in the PDB are water-mediated,49 and due to

the importance of electrostatic interactions in protein-GAG com-

plexes accurate modeling of water-mediated interactions is exception-

ally important.33 Many studies reported relevance of the dynamical

behavior of the solvent surrounding on the saccharides

conformations.50–52 It was shown in multiple studies that explicit

model improves molecular docking quality53–56 and that the including

explicit water model to MD simulations and docking may be

immensely beneficial.33,57–60 A few studies reported that water mole-

cules bridge protein-GAG interactions and may function as structured

water helping to recognize and stabilize the interactions.22,61–64

Therefore, we believe that explicit solvent is a more advanced water

model can more accurately mediate interactions between protein and

GAG molecules. Additionally, TIP3P water model is widely accepted

and used in protein-GAG studies and proved to work well in this type

of systems.65–67

To reveal potential effects of the solvent model on GAG confor-

mational space we performed glycosidic linkage analysis of the octa-

meric heparin from 1E03 complex for the first replica from the implicit

solvent and explicit solvent RS-REMD simulations (Figure S6). The

obtained data suggest that the glycosidic linkage sampling was very

similar for both protocols. However, for type 1 linkages the implicit

solvent runs show only one local minimum, whereas the explicit sol-

vent sometimes samples two different minima. This suggests that a

slightly more advanced conformational space sampling with the

explicit solvent.

4 | CONCLUSIONS

Improvement of the RS-REMD method by introducing explicit solvent

in the form of TIP3P water model is a leap forward in an already well-

functioning docking tool. This new refined procedure both improves

docking performance reflected by lower RMSatd values of the

obtained structures, and decreases the computational time required

for the simulation. Performance enhancement in terms of the struc-

tural similarity of the docked poses to the experimental structures

was achieved by implementing a physically more relevant water

model. An efficiency boost in terms of computational time was possi-

ble due to removal of restraints responsible for ring puckering, since

their conformational space is not distorted within the TIP3P water

model. Additionally, in simulations with the explicit model we used a

nonbonded cut-off of 8 Å, while in the implicit solvent the cut-off is

set to 999 Å, which also contributed to the gain in computational

time. Therefore, in bigger systems with implicit solvent, more time to

calculate protein-GAG interactions may be required. Importantly,

unlike many other docking tools, this one does not suffer from

increasing the size of the docked ligand and was proven working well

for system with dp24 and dp48 GAGs before.32 This is of great impor-

tance given that in nature GAG molecules are often of length of thou-

sands units, and there is a lack of computational works that cover this

area of interactions of protein and GAG molecules longer than

dp6-10. We believe the new RS-REMD method with the explicit sol-

vent should also be easily implemented to other systems with pre-

dominantly electrostatic driven interactions and long linear ligands,

and could be used as a promising tool in the field of drug design with

its further implication for GAG-involved regenerative medicine.
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ABSTRACT: Docking glycosaminoglycans (GAGs) has been
challenging because of the complex nature of these long periodic
linear and negatively charged polysaccharides. Although standard
docking tools like Autodock3 are successful when docking GAGs
up to hexameric length, they experience challenges to properly
dock longer GAGs. Similar limitations concern other docking
approaches typically developed for docking ligands of limited size
to proteins. At the same time, most of more advanced docking
approaches are challenging for a user who is inexperienced with
complex in silico methodologies. In this work, we evaluate the
binding energies of complexes with different lengths of GAGs using
all-atom molecular dynamics simulations. Based on this analysis, we
propose a new docking protocol for long GAGs that consists of conventional docking of short GAGs and further elongation with the
use of a coarse-grained representation of the GAG parts not being in direct contact with its protein receptor. This method automated
by a simple script is straightforward to use within the Autodock3 framework but also useful in combination with other standard
docking tools. We believe that this method with some minor case-specific modifications could also be used for docking other linear
charged polymers.

■ INTRODUCTION
Human cells express multiple polymers that display a variety of
functions. One particular class of those polymers are
glycosaminoglycans (GAGs). They are long periodic linear
and negatively charged polysaccharides that by interacting with
proteins play an immense role in the extracellular matrix
processes. Depending on their sulfation pattern and charge
densities, GAGs manifest different conformational and binding
properties.1 GAGs are built of repeating disaccharide units.
Each of them consists of an amino sugar and an uronic acid or
galactose.2 Depending on the sulfation pattern and mono-
saccharide composition, GAG disaccharide units can display
408 variants,3 of which 202 can be found in mammals.4,5 While
some of the protein−GAG interactions are specific, most of
them are considered as nonspecific and/or electrostatically
driven due to the high negative charge of those polysaccharides
directly correlating with the binding affinities.6 Among many
proteins, there are two major protein groups that GAGs can
interact with. One of them are growth factors,7,8 and the
second group are chemokines.9−11 In the case of growth
factors, GAGs are able to influence the cell signaling and the
activity of the proteins by changing their conformation or by
oligomerization facilitation of their receptors by binding and
clustering multiple fibroblast growth factors (FGFs) at the
same time.12,13 For example, in the case of vascular endothelial
growth factor (VEGF), a key player in cancer, arthritis,
angiogenesis, and regenerative processes,14 global conforma-

tional changes induced by heparin (HP) binding influence its
binding capability to its receptor on the cell membrane.7 HP
and heparan sulfate are also able to bind to transforming
growth factor β (TGF -β1),15,16 a protein that is responsible
for the regulation of the proliferation, adhesion, differentiation,
and cell migration.17 Depending on the sulfation pattern,
hyaluronan derivatives influence TGF-β1 activity and its
binding to its receptor.18,19 The second mentioned group of
the protein that interacts with GAGs are chemokines.10,20 This
is mostly a proinflammatory group of proteins that belongs to
cytokines. They may influence cells in different manners: some
of the chemokines can alter metastasis tumor growth and
angiogenesis by either promoting or inhibiting it.21 GAGs by
interacting with IL-8 can alter the ability to activate
leukocytes.22−24 GAGs can also affect pro-/anti-inflammatory
functions of IL-10.25,26 It was also shown that HP may interact
with CXCL-14,11 and by doing that, it increases migratory
potential on monocytic THP-1 cells.27 Many computational
studies on GAGs show their promising potential in the
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examination of the protein−GAG interactions. The following
studies successfully investigated effects of the GAGs binding
on a variety of different proteins, such as CXCL-14,11 VEGF,7

CXCL-8,9,24,28 a Proliferation Inducing Ligand (APRIL),29 IL-
10,25,26,30 CXCL-12,31 acidic fibroblast growth factor (FGF-
1),32 or protein−ion−GAG complexes.33

Even though computational studies seem to be very
successful and helpful in protein−GAG investigations, there
are still a lot of challenges that have not been fully overcome
yet. One of them is docking long GAG molecules. Usually,
GAGs dp4 or 6 (dp stands for degree of polymerization) are
used in molecular docking. This is caused by the fact that most
of the docking software can handle only a limited number of
torsional degrees of freedom for the docked molecules. The
number of torsional degrees of freedom is often given by the
number of rotatable bonds in the ligand. For example, when
using Autodock3, which is the most accurate docking tool for
GAG docking,34 to dock GAGs of a higher degree of
polymerization, a user cannot include all torsional degrees of
freedom and needs to manually pick the most relevant ones
not to overcome the limit of 33. The more the torsional
degrees of freedom are active in a docking procedure, the more
accurate docking results should theoretically be possible to
obtain. Thus, using very long GAG molecules (e.g., dp10 or
higher) heavily hampers docking performance and makes it
unfeasible and/or unreliable. However, there are some ways to
overcome this issue. In a fragment-based approach, trimeric
GAG fragments are docked on the protein’s surface, and
afterward, they are assembled based on structural overlaps.35

While this method is of great benefit for a number of protein−
GAG complexes, it has some flaws, e.g., when GAG is located
in a way that some of the oligosaccharide units are in close
proximity to the negatively charged amino acid residues
(contributing to unfavorable interactions), this method may
fail to dock trimeric fragments nearby such residues and thus
fail to produce properly docked longer GAG fragments.
Perhaps the best method to dock long GAG molecules so far is
replica exchange with repulsive scaling method.36,37 This
method is rather independent of the length of the GAG both in
terms of docking predicting power and computational
resources requirement (although, this method could demand
heavy computational resourcesno matter how long the GAG
isdepending on the protein size in the complex). This
method, while being promising for GAG docking in the vast
majority of cases, may experience difficulties to dock GAG
molecule into an enzymatic pocket of the protein.37 One more
argument in disfavor of the above-mentioned specific GAG
docking approaches is the fact that they bring in some
considerable complexity compared to standard docking
methods and may be complicated to handle especially for
nonexperts in the molecular modeling and researchers not
familiar with the mentioned technical solutions.
Given all that, we aimed to propose a straightforward

approach to dock longer GAG molecules without creating
unnecessary technical complications while maintaining docking
quality. The approach is based on four simple steps: (1) to
dock a short (hexameric) GAG; (2) to add more GAG units in
the coarse-grained (CG) representation to the previously
docked ones manually, e.g., using programs that prepare
molecular dynamics (MD) input files like LEaP program from
the AMBER suite; (3) to run a molecular dynamics simulation
to find an ensemble of GAG conformations for the whole GAG
molecule; and (4) to calculate binding free energy. Combining

molecular docking with molecular dynamics approaches to
predict a complex structure between a receptor and a ligand
was previously shown to be a more powerful approach than the
usage of the molecular docking alone for other molecular
systems.38,39 Moreover, the application of molecular dynamics
approach allows for the scoring of docking poses with the use
of more accurate free energy calculation schemes than it is
usually done within molecular docking software and that, in
addition, takes into account movements in the molecular
system (this aspect is partially or completely neglected in
classical docking scoring schemes). In particular, molecular
mechanics/Poisson−Boltzmann surface area (MM/PBSA) and
its approximation molecular mechanics/generalized Born
surface area (MM/GBSA), both based on the use of the
implicit solvent model,40 showed previously to be able to rank
experimental binding poses41 and the modeled binding
poses22,42 for a number of protein−GAG systems in
accordance with the experimental data. Apart from this, the
per residue free energy decomposition scheme implemented
within these methods allows us to dissect individual free energy
contributions of the particular residues to the binding affinity
allowed and properly rank the effects of point mutations on the
binding affinity in the protein−GAG systems.43,44 Also,
recently, it was shown that the MM/GBSA scoring could be
useful in distinguishing a native binding pose from other ones
for this type of complexes.37

Therefore, our method combining molecular docking,
molecular dynamics, and molecular dynamics-based free
energy calculation schemes is expected to be more effective
than classical docking approaches because of its conceptual
superiority, in particular when applied to a GAG ligand that
represents numerous challenges for conventional docking
protocols.
The study consists of several parts. First, MM/PBSA and

MM/GBSA methods to calculate binding free energies are
applied to a dataset of protein−GAG experimental structures.
The results for all-atom (AA) and coarse-grained (CG) GAGs
modeled using previously obtained CG parameters that
describe several GAG chemical moieties as different beads45

are compared, and the general applicability of these free energy
calculation approaches for a CG GAG model is justified.
Furthermore, short GAGs from the X-ray structures available
for two proteins and GAG docked poses obtained with three
peptide receptors are elongated and simulated using a
conventional AA approach and the corresponding binding
energies are calculated. Then, a new, essentially more
simplified, CG model of GAG is introduced. In this model,
each GAG monosaccharide unit is represented just by a single
pseudoatom. These pseudoatoms are used to substitute the
parts of the GAG that are not in contact with the protein/
peptide receptor based on the AA simulations. These systems
with CG parts are simulated, and the differences between the
obtained free binding energies in AA and CG simulations are
discussed. Finally, we aimed to propose a model that allows us
to calculate free binding energy of a GAG of a given length
without simulating the GAG containing an elongated part
explicitly using Coulomb and Hückel models of electrostatics.
We also attempted to approach the interactions of these GAGs
with the protein using only one CG bead to model the
elongated part.
We believe that the method for modeling protein complexes

with long GAGs proposed in the study with the introduction of
some minor changes should also be applicable to most other
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charged linear polysaccharides or biopolymers like, for
example, nucleic acids.

■ MATERIALS AND METHODS
Comparing the Performances of MM/PBSA and MM/

GBSA Free Energy Decomposition Calculations for GAG
Ligands in AA and CG Representations Complexed with
Proteins. Short (10 ns) MD simulations (see the protocols in
the Molecular Dynamics section) were performed for a dataset
of nine protein−GAG X-ray structures obtained from the PDB
with the following PDB IDs: 1GMN (receptor: NK1; ligand:
HP dp5), 1HM2 (receptor: chondroitinase AC lyase; ligand:
dermatan sulfate dp4), 1LOH (receptor: hyaluronate lyase;
ligand: hyaluronic acid dp6), 1OFM (receptor: chondroitinase
B; ligand: chondroitin sulfate-4 dp4), 2D8L (receptor:
rhamnogalacturonyl hydrolase; ligand: desulfated chondroitin
sulfate dp2), 2NWG (receptor: CXCL-12; ligand: two HP dp2
bound to two different binding sites), 3ANK (receptor:
glucuronyl hydrolase mutant D175N; ligand: chondroitin
sulfate-6 dp2), 3OGX (receptor: peptidoglycan recognition
protein; ligand: HP dp2), 3OJV (receptor: FGF-1 in complex
with the ectodomain of FGFR1c; ligand: HP dp6). The dataset
included both enzymatic and nonenzymatic proteins previously
shown to be characterized by significantly different binding
properties46 and GAGs of different types and lengths. Two
series of the simulations were performed: in the first one,
GAGs were described by all-atom model (AA), while in the
second one, GAGs were simulated using the coarse-grained
representation with the parameters obtained previously
(CG).45 In this model, specific GAG chemical groups were
represented by pseudoatoms, spherical particles described by
an integer charge corresponding to the charge of the respective
chemical groups and Lennard-Jones parameters. In brief, in
this CG representation constructed to be compatible with the
AMBER package,47 several pseudoatom types were selected to
model the pyranose sugar ring (without hydroxyl group
substitutes), N-acetyl, sulfate, and carboxyl groups, as well as
glycosidic oxygen atoms. The bonded parameters (bonds,
angles, dihedral angles) were obtained by the Boltzmann
inversion approach from the corresponding AA simulations:
the distributions of the parameters corresponding to the
atomic groups defining pseudoatoms were analyzed, and the
corresponding force field parameters fitting the distributions
were extracted to define the new atomic types using the
AMBER formalism. The charges were assigned empirically,
while the Lennard-Jones potential parameters for pseudoatoms
were calculated using the potential of mean force approach.
Molecular mechanics/Poisson−Boltzmann surface area (MM/
PBSA) calculations with default parameters for the whole
trajectories of the binding free energies as well as per residue
decomposition analysis was performed for the whole obtained
trajectories.
Furthermore, the dynamic molecular docking approach

(DMD)48 was applied to the structures obtained from the PDB
with the following PDB IDs: 1BFB (receptor: FGF-1; ligand:
HP dp4), 1BFC (receptor: FGF-1; ligand: HP dp6), 2NWG
(receptor: CXCL-12; ligand: HP dp2), 3C9E (receptor:
cathepsin L; ligand: chondroitin sulfate-4 dp6), 2JCQ
(receptor: CD44; ligand: hyaluronic acid dp7). In these
simulations, the GAG molecules were treated as CG, and the
obtained results were compared with the AA DMD results for
the same protein−GAG complexes from the original DMD
work.48 In brief, the DMD approach uses targeted molecular

dynamics protocol to dock a GAG ligand to a protein receptor
by applying an additional potential to move a ligand from a
distant starting position (beyond the cutoff of nonbonded
interactions) to the predefined binding site on the receptor
surface. DMD performance was compared for AA and CG
ligand models of GAGs. The details for the applied protocols
can be found in the original DMD work. The following
parameters were included for this comparative analysis:
RMSatdtop: structural difference between the best scored
docked structure and the corresponding experimental
structure; RMSatdbest: structural difference between the docked
structure, which is the most similar structure to the
corresponding experimental structure and the corresponding
experimental structure; Rankbest; rank of the docked structure,
which is the most similar structure to the corresponding
experimental structure; RMSatd: mean structural difference
between all docked structures and the corresponding
experimental structure; RMSatdtop cluster: mean structural differ-
ence between all docked structures from the cluster of
solutions with the highest scores and the corresponding
experimental structure; r(ΔGtotal ∼ RMSatd): Pearson
correlation coefficient for total free binding energy and
RMSatd of all docked structures; r(ΔGelect ∼ RMSatd):
Pearson correlation coefficient for in vacuo electrostatic free
binding energy component and RMSatd of all docked
structures; number of correctly predicted residues; number
of correctly charged predicted residues; and number of
correctly predicted uncharged polar residues were referenced
to the 10 protein residues with the highest impacts on binding
according to the per residue decomposition for the
corresponding X-ray structures.

Structures Used in the GAG Elongation Analysis.
Protein Structures. The following X-ray experimental
structures from PDB was used in this work: 1AMX, 2AXM
(FGF-1 with HP dp4 and dp6, respectively, monomeric form
was used; dp stands for degree of polymerization),49 1BFB,
1BFC (FGF-2 with HP dp4 and dp6, respectively).13

Peptide Structures. The structure of the N-terminal
fragment of the APRIL protein (ALA-VAL-LEU-THR-GLN-
LYS-GLN-LYS-LYS-GLN) was adopted from Marcisz et al.29

The structures of both peptides GLY-LYS-GLY-LYS-GLY and
LYS-GLY-GLY-GLY-LYS (called InLYS and OutLYS, respec-
tively) were constructed using xleap tool from AMBER suite.47

Afterward, in the case of both peptides, 100 ns MD runs
(described in the Molecular Dynamics section) were
performed in AMBER to obtain most probable peptide
conformations. The APRIL-derived peptide was chosen to
represent a naturally existing GAG binding epitope, while
InLYS and OutLYS, peptides were artificially constructed as
short positively charged model peptides with the difference in
the sequential and spatial distance between the GAG binding
positively charged LYS side chains.

GAG Structures. All of the full-atom GAG structuresHP
dp4 and dp6, dp10, dp16were constructed from the building
blocks of the sulfated GAG monomeric units’ libraries22

compatible with AMBER16 package. 47GLYCAM06 force
field50 and literature data51 were the sources of GAGs’ charges.

Molecular Docking. Since there are no available
experimental structures of the peptides with HP, for all three
peptides, Autodock352 was used as it was previously described
to yield the best results for protein−GAG complexes.34,41

Entire peptides were covered using maximum gridbox size
(126 Å × 126 Å × 126 Å) with a 0.375 Å grid step. The size of
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300 for the initial population and 105 generations for
termination conditions were chosen. A total of 1000
independent runs with Lamarckian genetic algorithm was
used, and 9995 × 105 energy evaluations were performed.
DBSCAN algorithm53 was used for clustering. RMSatd metric
was used for clustering, which accounts for equivalence of the
atoms of the same atomic type. This metric was reported to be
more appropriate for GAG docking than classical root-mean-
square deviation (RMSD) for periodic ligands.48

Coarse-Grained Model Parameters for a Docked GAG
Oligomer Elongation. Obtained in this work, CG parame-
ters compatible with AMBER format were obtained by the
Boltzmann inversion approach and saved as the Parameter
modification file (file.frcmod, see the Supporting Information).
These parameters are described in the Results and Discussion
section. These new parameters were obtained to be used for
the MD simulations of the docked GAG in the AA
representation that was further elongated by CG units. Each
monomeric unit was represented by a single pseudoatom.
Molecular Dynamics. Experimental structures of protein−

GAG, the docked structures of peptide−GAG complexes, and
the corresponding structures with elongated GAGs were
further analyzed by the MD approach. All of the MD
simulations were performed using AMBER16 software pack-
age.47 The ff14SB force field parameters were used for the
protein and peptide molecules, while GLYCAM06j-1 param-
eters were used for GAGs. 8 Å water layer from solute to box’s
bordes in shape of truncated octahedron was used to solvate
complexes. Even in the case of HP dp16, this size of the layer
was verified to be sufficient enabling the whole GAG molecule
to always remain in the periodic box unit during the MD
simulation. Na+/Cl− counterions were used to neutralize the
net charge of the system. Preceding the production MD runs,
energy minimization was made. A total of 500 steepest descent
cycles and 103 conjugate gradient cycles with 100 kcal mol−1

Å−2 harmonic force restraint were performed. It continued
with 3 × 103 steepest descent cycles and 3 × 103 conjugate
gradient cycles without any restraints and followed by heating
up the system to 300 K for 10 ps with harmonic force restraints
of 100 kcal mol−1 Å−2 with the Langevin thermostat (γ = 5
ps−1). Afterward, the system was equilibrated at 300 K and 105

Pa in isothermal isobaric ensemble for 500 ps with the
Langevin thermostat (γ = 5 ps−1) and Berendsen barostat
(taup = 1 ps). Then, the actual MD runs were carried out using
the same isothermal isobaric ensemble for 100 ns. Particle
mesh Ewald method for treating electrostatics and SHAKE

algorithm for all of the covalent bonds containing hydrogen
atoms were implemented in the MD simulations. For both AA
and CG simulations, the integration step of 2 fs was used.
Although we used short 10 ns MD simulations for a dataset

of the experimental structures with short GAGs in the first part
of our work (see the Comparing the Performances of MM/
PBSA and MM/GBSA Free Energy Decomposition Calcu-
lations for GAG Ligands in AA and CG Representations
Complexed with Proteins section), here we used 100 ns for all
modeled complexes with elongated GAGs with the purpose of
obtaining more proper sampling of the GAG conformational
space when starting from a docked/modeled structures that
cannot be verified by experimental data.

Binding Free Energy Calculations. For the free energy
and per residue energy decomposition calculations, MM/
GBSA (molecular mechanics generalized Born surface area)
model igb = 254 from AMBER16 was used with default
parameters on the whole trajectories (100 ns) obtained from
MD simulations. Linear interaction energy (LIE) analysis was
performed with a dielectric constant of 80 and noncalibrated
weights (both α and β were set to 1), performed by CPPTRAJ
scripts on the same frames as the MM/GBSA.

■ RESULTS AND DISCUSSION
MM/PBSA Calculations for Protein−GAG Complexes:

AA vs CG Representation of a GAG. Prior to analyzing the
elongated AA-GAG ligands bound to the proteins with the CG
part, which represents the focus of this study, we performed
MM/PBSA calculations of the binding free energies for nine
nonredundant representative protein−GAG complexes where
the full GAGs are modeled by with the AA and CG
approaches. The aim of these calculations was to find out if
the MM/PBSA method yields the results for a system
containing a CG part that are in agreement with the data
obtained for a conventional AA system. The CG parameters
used to obtain the data provided in this subsection were
described in detail in the work of Samsonov et al.45 The data
are summarized in Table 1. Pearson and Spearman correlations
for ΔGelect, ΔGvdW, and ΔGtotal are 0.997, 0.645, and 0.920; and
0.988, 0.503, and 0.758, respectively, suggesting that CG
approximation, as it would be expected, affects van der Waals
energy components but retains a very similar description of the
systems in terms of the electrostatics. Since the electrostatic
interactions are dominating in the protein−GAG systems, the
total binding free energies were very similar as well. This
suggests that the introduction of the CG part of a GAG that

Table 1. MM/PBSA Free Binding Energy Analysis for Protein−GAG Complexes: Comparison of AA and CG GAG
Representationsa

AA GAG model CG GAG model

PDB ID ΔGelect (kcal mol−1) ΔGvdW (kcal mol−1) ΔGtotal (kcal mol−1) ΔGelect (kcal mol−1) ΔGvdW (kcal mol−1) ΔGtotal (kcal mol−1)

1GMN −3354.6 ± 80.1 −42.2 ± 4.8 −92.6 ± 7.8 −3625.8 ± 84.3 −53.2 ± 4.7 −98.8 ± 9.0
1HM2 −458.6 ± 46.3 −47.2 ± 6.5 −22.4 ± 10.5 −539.4 ± 9.8 −61.7 ± 9.8 −80.6 ± 14.8
1LOH −42.5 ± 34.1 −76.5 ± 6.6 −55.6 ± 11.7 −103.3 ± 6.3 −31.8 ± 34.4 −109.8 ± 9.7
1OFM −746.5 ± 52.8 −27.7 ± 3.8 −42.1 ± 9.9 −767.2 ± 47.9 −27.2 ± 6.2 −50.9 ± 12.3
2D8L −30.7 ± 21.2 −25.3 ± 3.9 −5.5 ± 9.9 −44.9 ± 35.7 −35.1 ± 5.3 −40.2 ± 10.7
2NWG −1737.9 ± 102.4 −22.4 ± 5.2 −55.5 ± 18.5 −2334.1 ± 126.6 −33.5 ± 8.1 −94.4 ± 19.6

−1096.7 ± 57.7 −21.5 ± 2.9 −25.1 ± 6.6 −1158.5 ± 106.6 −35.4 ± 7.3 −57.9 ± 12.8
3ANK 3.9 ± 45.1 −41.0 ± 4.5 −22.1 ± 7.0 −83.7 ± 48.4 −52.9 ± 6.5 −88.6 ± 16.9
3OGX −1235.8 ± 35.7 −53.9 ± 4.3 −51.6 ± 8.7 −1351.7 ± 53.6 −54.3 ± 5.0 −57.3 ± 11.1
3OJV −5701.5 ± 175.0 −86.0 ± 6.6 −194.9 ± 14.5 −5978.7 ± 148.1 −88.4 ± 6.2 −233.2 ± 15.6

aΔGelect, ΔGvdW, and ΔGtotal are in vacuo electrostatic, van der Waals, and total MM/PBSA binding free energy values, respectively.
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only interacts with the protein receptor via electrostatic
interactions could be properly described by the MM/PBSA
or MM/GBSA calculations compatibly with similar calcu-
lations for AA GAG representation. However, this conclusion
should be taken with care: even if the effects of van der Waals
description inaccuracies originated from the CG model do not
directly affect electrostatic component of binding, they affect
the general flexibility of the bound molecule. CG GAGs were
shown to be indeed in general less flexible than the AA ones in
the original work on this CG model.45 Therefore, the
introduction of the CG description affects GAG conforma-
tional space and, as a consequence, the whole structural
organization of the bound GAG. This, in turn, results in the
indirect effect of the modified van der Waals interactions on
the electrostatics of the system influencing the binding affinity.
The relative mean differences between AA and CG absolute

energy values (normalized by the AA corresponding values)
are 30, 5, and 18% for ΔGelect, ΔGvdW, and ΔGtotal, respectively
(clear outlier 3ANK is excluded). For all components, the
values obtained with CG approach are overestimated in
comparison to the ones from the AA approach. Per-residue
free energy decomposition also shows systematic agreement
for the AA and CG approaches when analyzing the individual
impacts of the protein residues (Table S1). At the same time,
there are no correlations in the per residue values obtained for
the GAG residues. Furthermore, we compared the perform-
ances of the DMD docking approach using both AA and CG
GAG representations (Table S2). The results obtained for the
CG GAG model are slightly worse but, in general, quite similar
to the ones obtained for the AA GAG model in the original
DMD study.45 All of these analyses suggest that the CG
description of a GAG molecule complexed with a protein is
consistent with the AA representation in terms of application
of the MM/PBSA. This served as a premise for our further step
in this study: in particular, for the proposition of even a more
simplistic CG model for a GAG part that does not establish
direct contact with a protein receptor. In this model, the
interactions between this CG part of a GAG and the protein
could be described as purely electrostatics-driven.
All-Atom Simulations. To obtain the reference data for

the CG model, development and testing AA MD simulations
were performed. For this, the available experimental structures
of FGF-1 (PDB ID: 1AXM, 2AMX) and FGF-2 (1BFB, 1BFC)
with HP dp4 and dp6 were used. These complexes could be
successfully obtained by many conventional docking programs
including AD3 (RMSD ∼2.5 to 3.5 Å for the best scored
docked poses).34,41 Since the experimental structures with the
peptides are not available, HP dp4 and dp6 were docked to all
of the peptides: N-terminal part of the APRIL protein, InLYS,
and OutLYS (all targets described in the Materials and
Methods section). It is important to mention that in this work,
we did not aim to improve the docking quality for short GAGs
but to estimate the effect of the GAG elongation and to

understand if this elongation could be described properly using
a mixed AA/CG GAG model. AA representation of GAGs was
used as a reference for our analysis.
Since MM/PBSA and MM/GBSA approaches yielded

essential correlation in protein−GAG systems (see an example
in Figure S1), we further used only the MM/GBSA approach
for these longer simulations since this approach is significantly
faster.
We clearly observe that longer GAGs bind stronger

independently of the analyzed system and the type of the
receptor (protein or peptide) (Table 2). This is an expected
net effect of the electrostatic interactions that become stronger
with the increase of the GAG negative charge upon its
elongation. Since the net charge of a GAG binding site on the
protein/peptide surface always corresponds to the extent of the
positive electrostatic potential,41 an elongation of any GAG
ligand bound to any of its receptors would render the
interactions stronger. Although the specific binding unit of
GAGs is relatively short according to the available PDB
structures of protein−GAG complexes,41 natural GAGs in the
extracellular matrix are very long, reaching molecular weights
up to over 100 kDa,5 rendering the energetic effect originating
in a GAG long chain to be important to take into account
when the corresponding modeling is performed. Except the
2AXM, the difference between dp6 and dp16 in terms of
binding free energy was 20% or higher (on average 24%). One
more highlight of this comparison is that the energy
discrepancy between dp6 and dp10 was 2 times higher than
that between dp10 and dp16 despite addition of more sugar
ring units in the case of dp10 to dp16 elongation. A very large
increase in terms of binding strength was observed upon the
elongation from dp4 to dp6, indicating that experiments with
dp4 GAGs may strongly underestimate the binding strength of
longer GAGs. Taken into account how often dp4/dp6 GAGs
are used as models in computational studies, it is worth
checking and rethinking those standards prior to applying dp4-
based protocols to any new system.

CG Parameters Obtained from All-Atom MD Simu-
lations. The new parameters described below were obtained
from the AA MD simulations to be used for the CG elongation
of the docked GAG in the AA representation as described in
the following subsections. This new model was particularly
developed for the purpose of elongating those parts of bound
GAG chains that do not establish direct contact with the
protein these GAGs are interacting with, and, therefore, it is
thought to account only for electrostatics. Containing a single
new atomic type corresponding to a whole GAG monomeric
unit, this model is conceptually different and much more
simple than the old one.45 It is completely nonspecific for any
chemical modifications of GAG residues since it is constructed
to account primarily for electrostatic interactions and could be
used for all negatively charged monosaccharide residues
allowing for a straightforward modification of the residue

Table 2. MM/GBSA Analysis of Binding HP of Different Lengths

OutLys (kcal mol−1) InLys (kcal mol−1) APRIL peptide (kcal mol−1) 2AXM (kcal mol−1) 1BFC (kcal mol−1)

dp4 −24.2 −23.4 −25.6 −71.9 −65.7
dp6 −31.2 −27.6/19.6a −27.1 −84.8 −112.1
dp10 −35.9 −33.6 −42.8 −91.3 −126.2
dp16 −39.2 −36.9 −51.4 −86.6 −144.7

aIn the case of one MD simulation, dissociation was observed. The first value indicates energies w/o mention of MD run, and the second value
indicates those when taking it into account.
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point charge when needed. This is not the case for the old
model that, on the contrary, was developed to consider specific
electrostatic and van der Waals interactions for particular
monosaccharide units. In terms of the required computational
expenses, MD simulations with the new model would be faster
if only a CG GAG would be simulated. However, in the
presence of a protein, an AA-GAG part, and explicit water
molecules, the benefit in terms of the computational time
reduction is rather negligible.
The new Z1 atomic type constructed corresponds to a CG

pseudoatom describing a complete residue unit (monosac-
charide unit with the charge of −2) and, therefore, glycosidic
linkages are omitted between monosaccharide units in this CG
model.
Bonded Parameters. Bonded parameters (bonds, angles,

and dihedral angles) were obtained from the AA MD
simulations. For the calculations of equilibrium values and
harmonic constants for bonds, angles, and dihedral angles
(Tables 3−5), the Boltzmann inversion approach was used.55

In the case of dihedral angles (Table 5), periodicity was set to
1 or 3 depending on the number of maxima/minima of the
potential per 360°, and the amplitude was obtained as the
difference between the global minimum and the highest
energetical barrier between global and local minima. In the
case of artifacts observed during simulations, particular
parameters were manually refined.
Nonbonded Parameters (Charges, Lennard-Jones Param-

eters). The charge of the pseudoatom of the monomeric unit
of the HP was set accordingly to the number of sulfate and
carboxyl groups, which is −1 per group in the unit. In the case
of Lennard-Jones parameters, the RvdW (van der Waals
radius) and EDEP (energy well depth) values were empirically
assigned to the doubled and equal values obtained for the
internal pyranose ring in our previous CG model of GAGs,
respectively (Table 6).45

Mixed AA/CG Simulations: CG Elongation of a GAG.
To evaluate our CG model (Figure 1) of the HP, MD

simulations with CG atoms were performed and compared to
all-atom MD simulations. In AA runs, we observed that the
core of GAGthe part that is especially the closest to the
binding side of the protein/peptideis in the closest
proximity of the protein and barely moved. In contrast, it is
the lateral parts of the GAGs that tend to move freely (Figure
2). It suggests that interactions between those parts and the
protein are even less specific and thus almost purely
electrostatics-driven. Therefore, we believe that replacing
lateral parts of the GAGs with CG model units should not
substantially affect the nature of the interactions established
between the analyzed molecules.
First, we compared the convergence of MD simulations for

the AA and CG approaches in terms of the structural flexibility
and energetics (Figures S2 and S3, respectively). In most of the

Table 3. Z1 Pseudoatom Bond Parameters Compatible with
the AMBER Package

covalent bond parameters

atoms RK (kcal mol−1 Å−2)a REQ (Å)b

Z1-Z1 120 5.2
Z1-Cg 120 5.2
Os-Z1 120 2.8

aForce constant. bEquilibrium bond length.

Table 4. Z1 Pseudoatom Angle Parameters Compatible with
the AMBER Package

angle parameters

atoms in the angle TK (kcal mol−1 rad−2)a TEQ (deg)b

Z1-Z1-Z1 100 160
Z1-Z1-Cg 100 160
Z1-Cg-H2 70 108.5
Z1-Cg-Cg 70 108.5
Z1-Cg-Os 60 110
Cg-Os-Z1 100 160
Os-Z1-Z1 100 160

aForce constant. bEquilibrium angle value.

Table 5. Z1 Pseudoatom Dihedral Angle Parameters
Compatible with the AMBER Package

dihedral angle parameters

atoms in the dihedral
angle IDIVFa

PK
(kcal mol−1)b

phase
(deg)c PNd

Z1-Z1-Z1-Z1 1 1 0 1
Z1-Z1-Z1-Cg 1 1 0 1
Z1-Z1-Cg-Cg 1 0.16 0 3
Z1-Cg-Cg-H1 1 0.16 0 3
Z1-Cg-Cg-H2 1 0.16 0 3
Z1-Z1-Cg-H2 1 0.16 0 3
Z1-Z1-Cg-Os 1 0.16 0 3
Z1-Cg-Cg-Ng 1 −1.3 0 1
Z1-Cg-Cg-Cg 1 −0.27 0 1
Z1-Cg-Os-Cg 1 −0.27 0 1
Cg-Cg-Os-Z1 1 0.16 0 3
Cg-Os-Z1-Z1 1 0.16 0 3
H1-Cg-Os-Z1 1 0.27 0 3
Z1-Cg-Cg-Os 1 0.16 0 3
Os-Z1-Z1-Z1 1 0.16 0 3

aFactor by which the torsional barrier is divided. bBarrier height
divided by a factor of 2. cPhase shift angle in the torsional function.
dPeriodicity of the torsional barrier.

Table 6. Z1 Pseudoatom Lennard-Jones Parameters
Compatible with the AMBER Package

basic information Lennard-Jones parameters

CG pseudoatom mass (au) RvdWa (Å) EDEPb (kcal mol−1)

Z1 225 4 3.4
avan der Waals radius. bEnergy well depth.

Figure 1. Graphical representation of all-atom (left) and mixed
(right) model of dp16 heparin in complex with FGF-2. Protein is in
cartoon representation (yellow); all-atom and CG GAGs are in
licorice and van der Waals sphere representation, respectively (cyan).
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cases, the convergence in terms of RMSD was observed already
after 20 ns. Clearly, the flexibility of the AA GAGs is
significantly higher than in the mixed AA/CG model. For
MM/GBSA binding free energy, the converge is already
reached after 10 ns of the simulation, and there are slightly
higher variations of the energy observed for the AA simulation,
while there are no differences in the time needed for the
convergence. The trends of the convergence observed here
should not be expected to be the same for other protein−GAG
or peptide−GAG complexes. Indeed, in other systems, MD
simulations may take longer or shorter to converge. Never-
theless, the goal of the MD simulations performed in this study
is not to reach a convergence but to show that the transition
from AA to CG representation of the GAG part does not
substantially affect the results of the free energy calculations in
the same system.
Starting positions of the molecules from all-atom simulations

were taken. Original dp6 part of the HP was not modified, and
only atoms that were manually added to build dp16 were
replaced with CG pseudoatoms for HP rings. Additionally, the
user can use the script (Supporting Information) for automatic
addition of pseudoatoms. Then, MD simulations with a GAG
represented as AA in the binding core and as CG in its lateral
parts were performed, and the results obtained from MM/
GBSA energy analysis from mixed model simulations of dp16
HP are listed in Table 7. Average difference obtained from
energy analysis of mixed CG/AA model compared to the AA
model was 5.6%. Compared to the difference that is a
consequence of using shorter GAGs, which is on average 24%
(dp6) and 39% (dp4) underestimation of the value, it is a
substantial improvement. In the case of the mixed model, most
of the values were also underestimated (compared to the AA
model): 7% for the N-terminal fragment of APRIL, 3% for the
FGF-2 and OutLYS peptide, and 1% for the InLYS peptide.
However, the binding free energy calculations showed 14%

overestimation in the case of the FGF-1/HP complex.
Additional energy analysis was performed in the form of LIE
calculations and is described in the Supporting Information
(Table S3).
During MD runs of both AA and mixed AA/CG models, we

observed similar motions of the GAGs molecules with respect
to the protein/peptide, which suggests that the used CG model
also properly reflects the dynamics of the system (Figure 3).

Mixed All-Atom/Coarse-Grained Simulations Based
on Per-Residue Energy Analysis. The division of the
modeled GAG chain into AA and CG parts for the further MD
analysis could be done by analyzing the free energy properties
of the binding poses instead of using visual inspection of AA
MD followed by the manual selection of the residues to
substitute. For this, we performed per-residue energy analysis
of the complexes from AA MD simulations. This procedure
allows us to define the particular contributions of the
individual GAG units to binding a protein or a peptide.
Then, only the residues with “weak” contributions to the
binding energies were selected and further modeled by the CG
approach. The threshold was set to −0.5 kcal mol−1, and any
residue with energy value less favorable than this value was
replaced. The idea behind such a procedure to substitute only
the monosaccharide units with less substantial contributions in
terms of binding energy is related to our goal to use the CG
model for residues that are further away from the binding
region and so less affecting the binding. Interestingly, the
obtained error was higher (on average 10% of free energy
difference compared to the AA simulation) when the residues
were picked based on per-residue free energy decomposition
than when the elongation was completed independently of
such calculations (Table 7).

Energy Prediction for GAG Elongation. Furthermore,
we aimed to extrapolate binding energies obtained from the
analysis of the dp6 GAG to calculate them for the elongated
GAG molecules without performing any further MD
simulations. First, we proposed an equation based on
Coulomb’s law to calculate the factor (depicted as W factor)
that would allow us to obtain the binding energy of the
complex containing GAGs of any length. Such an approach
assumes that only electrostatic interactions are substantial for
the added GAG part. We also proposed a script (see the
Supporting Information) that would automatically calculate
the binding energy of the elongated fragment of the GAG
when given two files (pdb file of a bound GAG molecule and a
receptor) and predefined W factor.
To calculate theW factor for the particular GAG residue, we

use the following equation

Figure 2. Graphical representation of the MD run of complex of
APRIL peptide (orange cartoon) with HP dp16 (licorice). The color
scheme from red to blue indicates heparin conformations ranging
from the beginning to the end of the MD simulation.

Table 7. MM/GBSA Energy Analysis from Mixed Model Simulations of dp16 HP

model description
OutLys

(kcal mol−1)
InLys

(kcal mol−1)
APRIL peptide
(kcal mol−1)

2AXM
(kcal mol−1)

1BFC
(kcal mol−1)

AA AA residues −39.2 −36.9 −51.4 −86.6 −144.7

AA/CG

elongated fragments of the GAG replaced with CG
residues

−37.9 −36.8 −47.8 −98.3 −140.2

AA residues replaced with CG residues based on
decomposed energy values

−46.4 −30.8 −51.0 −90.1 −130.5
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where W is the factor, ΔGres is the energy obtained from per-
residue energy decomposition from MM/GBSA analysis, and
∑i/j is the sum of reciprocities of the distances between GAG
residues and all of the positively/negatively charged residues of
the protein.

Each positive and negative residue is taken into account if it
is within the cutoff of nonbonded interactions in the
corresponding MD simulation. The W factor for the whole
complex is the mean of the W factors for each of the GAG
residues calculated from the simulations with HP dp16, and its
usage for HP dp16 energy prediction would, therefore, yield
the same energies as the ones obtained from the MD
simulation.
The W factors and their distribution (Figure 4) for the

peptide−GAG complexes were very similar for the peptides:
−3.35, −3.31, and −3.33 kcal mol−1 e−1 for InLys, OutLys, and
N-terminal fragment of the APRIL protein, respectively. In
contrast, in the case of protein complexes, they differed

Figure 3. Graphical representation of the MD run of complexes of APRIL peptide (cartoon) with all-atom (left, orange) and mixed model (right,
green) HP dp16 (licorice). The color scheme from red to blue indicates heparin conformations ranging from the beginning to the end of the MD
simulation.

Figure 4. Plot of W value probability densities calculated from MD runs (5 MD runs for each individual complex) for HP dp16 and short peptides
(top) or proteins (bottom) used in this study.
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substantially in terms of mean of the W factors (0.65 and
−0.50 kcal mol−1 e−1 for FGF-1 and FGF-2, respectively), and
their distribution (Figure 4). It indicates that bigger and
therefore more complex systems need an individual approach
each time they are analyzed. However, in the case of simple
and short systems (e.g., small peptide and GAG) individual
approach is not necessary and the binding energy could be
calculated directly using W factor of −3.33 kcal mol−1 e−1. In
this case, performing MD simulations and binding energy
analysis for longer GAG variants is not needed.
Then, similarly to the previously described procedure, the

Debye−Hückel equation (ΔG ∼ e−ϰr/r, where r is the distance
and ϰ is the reversed Debye screening length) was used to
calculate the W factor. In this approach, electrostatics
screening in the electrolyte solution is taken into account.
Physiological value of the ionic strength (0.15 M) was used in
the calculations. The obtained data also suggested that W is
very similar for all three peptides: 86.40, 89.13, and 85.50 kcal
mol−1 e−1 for APRILpep, OutLYS, and InLys, respectively. The
calculated values for the protein−GAG systems were
essentially different for the two systems and compared to the
peptides: −0.83 and 20.00 kcal mol−1 e−1 for 2AXM and
1BFC, respectively.
Therefore, the energies could be, in principle, predicted for

HP using a specific W factor for each system (in the case of
three peptides, W factors are essentially the same), and such
predictions applied for longer GAGs with this particular W
factor would yield similar values to those in the MD
simulations. However, for proteins, it is not possible to make
such predictions a priori without performing MD simulations
that are needed to define the W factor.
Based on these results, we believe that the difference in W

profiles for two proteins obtained by calculations based on two
dissimilar physics-based models is originated in the different
charge distribution topology, protein surface geometry, and
thus resulting electrostatic screening effects that do not allow
us to find the same uniform factor for distinct protein
receptors.
Single Pseudoatom as an Extension of the GAG

Molecule. Furthermore, we aimed to design a model where
only a single pseudoatom would function as an elongated
lateral part of the bound GAG. Unfortunately, among the
different parameters that were used, none yielded promising
results in terms of reliably obtaining binding energies for the
complexes compared to the ones from AA simulations, both
when compared energies from MM/GBSA and LIE analysis
(Table S3). Some artifacts were also observed when
pseudoatom had a high negative charge (−5 or lower) causing
the interruption of the MD simulation. We believe that this
approach does not have broad applicability. It is rather unlikely
to propose parameters for a pseudoatom that would work
consistently for the complexes with different electrostatic
properties and geometry topologies. Additionally, one would
need to propose a complete library of parameters for
pseudoatoms distinct for every different length of an elongated
GAG part that pseudoatom is replacing. The possible reason
for this could be that an attempt to approximate an elongated
molecule with a spherical particle could probably be physically
inappropriate in terms of molecular symmetry.

■ CONCLUSIONS
While docking long GAG molecules may require additional
laborious technical work than docking shorter (dp4/6) GAG

oligomers, it is definitely worth the effort. In our approach, we
use Autodock3 to find the best starting poses for the dp6
GAGs34,41 that can be used for further GAG elongation. At the
same time, it is important to mention that our approach is not
limited to any special docking software. We expect that
carbohydrate- and GAG-specific docking programs as Vina-
Carb56 or GlycoTorch Vina,57 respectively, which also belong
to the family of Autodock programs, would perform similarly
or even outperform Autodock3 for obtaining the initial
structures of protein/peptide complexes with short GAGs
that are to be further elongated using the procedure proposed
in this manuscript. In this procedure, we elongate a docked
GAG using the CG model for the monosaccharide units and
use it in conventional MD simulations. In this study, it was
proven that elongating GAGs substantially increases the
binding energy of the complex. While it is not a linear increase
of binding strength, it is still substantial when dp16 is
compared to dp4 or dp6. We consider that GAG elongation
using a CG model for the monosaccharide units provides
nearly equivalent outcome as the AA elongation, resulting only
in a 5.6% difference in assessed binding energies, without
introducing excessive technical complications. This suggests
that a straightforward description of electrostatic interactions
of the GAG parts not establishing direct contacts with their
protein target is sufficient to describe the energetics of the
system accurately enough. Binding energies obtained when
using our script that elongates a GAG molecule (Supporting
Information) and the CG model that are provided in this work
are more accurate than using shorter GAGs with a standard AA
approach. This method can be utilized by any user of AMBER
and standard docking software like Autodock3 in a
straightforward manner. It is a great advantage that with this
approach, a user can specify the length of the extended lateral
part of GAG to properly satisfy his needs. We also believe that
this method with minor modifications could be implemented
to other linear polysaccharides or negatively charged linear
polymers like nucleic acids, in general.
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Abstract

A proliferation-inducing ligand (APRIL) is amember of the tumor necrosis factor superfamily. APRIL

is quite unique in this superfamily for at least for two reasons: (i) it binds to glycosaminoglycans

(GAGs) via its positively charged N-terminus; (ii) one of its signaling receptors, the transmembrane

activator and CAML interactor (TACI), was also reported to bind GAGs. Here, as provided by

biochemical evidences with the use of an APRIL deletion mutant linked to computational studies,

APRIL–GAG interaction involved other regions than the APRIL N-terminus. Preferential interaction

of APRIL with heparin followed by chondroitin sulfate E was confirmed by in silico analysis. Both

computational and experimental approaches did not reveal the heparan sulfate binding to TACI.

Together, computational results corroborated experiments contributing with atomistic details to

the knowledge on this biologically relevant trimolecular system. Additionally, a rigorous high-

throughput analysis of the free energy calculations data was performed to critically evaluate the

applied computational methodologies.

Key words: APRIL, ELISA, flow cytometry, glycosaminoglycans, MM/GBSA

Introduction

Heparin (HP), chondroitin sulfate-C (CSc) and -E (CSe) belong to gly-
cosaminoglycans (GAGs).GAGs are long, linear, anionic and periodic
polysaccharides playing a crucial role via interactions with a variety
of proteins in the extracellular matrix processes. They are made of
repeating disaccharide unit consisting of an amino sugar and a uronic
acid or galactose (Varki et al. 2015). Those saccharide units may
manifest different sulfation patterns that influence the polysaccharide
conformational and binding properties (Habuchi et al. 2004). In
many cases, protein–GAG interactions are considered as nonspecific
and mostly electrostatic-driven due to the high negative charge of
the polysaccharides and positive charge of the protein-binding sites

(Imberty et al. 2007). Some of the proteins that interact with GAGs
belong to the group of growth factors (Uciechowska-Kaczmarzyk
et al. 2018; Bojarski et al. 2019) and chemokines (Derler et al.
2017; Nordsieck et al. 2018; Penk et al. 2019). In case of fibrob-
last growth factors (FGF), GAGs may form complexes with FGF1
(Digabriele et al. 1998) and FGF2 (Faham et al. 1996). GAGs can
enhance the activity of the growth factors by either changing their
conformation or by binding multiple FGFs and thus facilitating
oligomerization of FGFR receptors, which plays a role in cell sig-
naling (Mason 1994; Faham et al. 1996). Our recent computational
study implementing a microsecond-scale molecular dynamics (MD)
simulations (Bojarski et al. 2019) showed few novel insights on the
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HP–FGF1 interactions and helped to deepen the knowledge on the
topic of protein–GAG molecular systems. In particular, it was shown
that the length of the simulation could be crucial for the calcula-
tion of the protein–GAG molecular system dynamic and energetic
parameters, while conformational selection mechanism of binding as
well as recognition specificity determinant were proposed from these
long simulations for this complex. Another recent computational
study on HP (Uciechowska-Kaczmarzyk et al. 2018) shows its effect
on the dynamics of vascular endothelial growth factor (VEGF), a
key player in the angiogenesis and regenerative processes, arthritis
and cancer (Risau 1997). In this work, it was demonstrated that
GAG binding could induce global conformational changes of a
protein target, rendering its capability to bind its receptor on the
cell membrane (Uciechowska-Kaczmarzyk et al. 2018). One more
growth factor that is known to bind HP and heparan sulfate is
transforming growth factor β1 (TGF-β1) (McCaffrey et al. 1992;
Lyon et al. 1997) TGF-β1’s role is to regulate proliferation, adhesion,
cell migration and differentiation (Moustakas et al. 2001). There is
evidence that sulfated hyaluronan derivatives are able to bind this
growth factor and so can enhance or inhibit its activity depending
on GAG sulfation and the order of binding events in its tertiary
complex with its receptors (Van Der Smissen et al. 2013; Koehler
et al. 2017). Second important group of proteins that interacts with
GAGs are chemokines (Derler et al. 2017; Crijns et al. 2020). They
are a large group of predominantly proinflammatory cytokines, and
they may influence the cell in a variety of different ways—while some
of them can promote angiogenesis, tumor growth and metastasis,
others can inhibit them (Luster 1998). GAGs are also known to bind
these molecules mediating the activation of the leukocytes by affect-
ing the binding of a respective chemokine to a G protein-coupled
receptor (Larsen et al. 1989). Many computational and experimental
studies successfully investigated GAGs’ effects and interactions with
chemokines/cytokines, such as CXCL-8 (Gandhi and Mancera 2011;
Joseph et al. 2015; Nordsieck et al. 2018), IL-10 (Künze et al. 2014;
Gehrcke and Pisabarro 2015; Künze et al. 2016), CXCL-12 (Panitz
et al. 2016) and CXCL-14 (Penk et al. 2019). This proved theoretical
approaches not only as useful complementation to experimental
studies but also as an important and stand-alone work.

A proliferation-inducing ligand (APRIL) is a member of the tumor
necrosis factor (TNF) superfamily (Hahne et al. 1998). It is produced
first as a transmembrane protein before being processed by furin
proteases to act as a soluble factor (López-Fraga et al. 2001).Notably,
APRIL also binds to the GAGs of the heparan sulfate (HS) class
(Hendriks et al. 2005; Ingold et al. 2005). Such binding is quite unique
in the TNF superfamily since only one other member, ectodysplasin
A, has been reported to date to bind GAG (Swee et al. 2009).
APRIL binding to GAG allows its oligomerization to efficiently signal
into target cells (Kimberley et al. 2009). Indeed, unlike other TNF
ligands such as the TNF itself, the soluble APRIL trimer formed
by noncovalent, mostly hydrophobic, interactions between beta-
pleated sheets is not active to signal its two receptors transmembrane
activator and CAML interactor (TACI) and B-cell maturation antigen
(BCMA) (Bossen et al. 2008). The numerous negatively charged
sulfate residues along the heparan chain of GAG create a platform
with multiple binding sites for APRIL, hence mediating oligomer-
ization. The GAG-binding region of APRIL has been located in its
N-terminus that contains a stretch of positively charged lysine, three
and four in the human andmouse molecules, respectively. Addition of
a cross-linking antiflag antibody renders trimeric flag-tagged APRIL
signalization active, indicating that APRIL does not need a high order
of oligomerization to signal. One of the APRIL signaling receptor,
TACI but not BCMA, was further shown to interact with GAGs

(Bischof et al. 2006; Sakurai et al. 2007; Moreaux et al. 2009). Such
ternary complex between a ligand, a coreceptor and a receptor may
resemble the one described for FGF/FGF-R (Pomin 2016). APRIL
main cellular targets are the antibody-producing plasmocytes (Baert
et al. 2018). On the surface of these cells, TACI and/or BCMA,
depending on their stage of differentiation, are present as the APRIL
signaling receptors. They also express ubiquitously a unique GAG,
CD138, also known as syndecan-1 (Wijdenes et al. 1996). CD138 has
a mixed composition of HS and chondroitin (CS) chains (Kokenyesi
and Bernfield 1994). However, only HS on CD138 appears to play a
role on APRIL binding (Matthes et al. 2015). Recently, a new target
cell for APRIL has been identified in the central nervous system with
astrocytes (Baert et al. 2019). Notably, APRIL binds to CS GAG on
astrocytes, and selectivity in APRIL binding according to CS types
was observed. Here, we further investigate the binding of APRIL to
HP and CS GAG in a computational and experimental study.

Materials and methods

Structures

GAG Structures. All the GAG structures—heparin (HP) tetramer/dp4
and hexamer/dp6 (dp stands for degree of polymerization),
chondroitin-4,6-sulfate (CSe) dp4 and dp6, chondroitin-6-sulfate
(CSc) Łdp4 and dp6—were constructed from the building blocks of
the sulfated GAG monomeric units’ libraries (Pichert et al. 2012)
that are compatible with the AMBER16 package (Case et al. 2018).
GLYCAM06 force field (Kirschner et al. 2008) and literature data
(Huige and Altona 1995) were the sources of GAGs’ charges.

Protein Structures. The structure from PDB ID 4ZCH (2.43 Å)
(Schuepbach-Mallepell et al. 2015) of the single-chain human APRIL
protein from the APRIL–BAFF–BAFF complex was used for the
construction of truncated human variant trimer—H115APRIL (136
amino acid residues starting from HIS 115). For this, chimera
(Pettersen et al. 2004) and Modeller (Šali and Blundell 1993) were
used to obtain the model of the human H115APRIL trimer based on
its murine homolog—PDB ID 1XU1 (1.90 Å) structure (Hymowitz
et al. 2005). Later, using AMBER software package, minimization
and 10 ns equilibration by MD simulation were performed to obtain
the structure used for the further studies (see the details on the MD
protocols Molecular dynamics).

In case of the full-length—natural form—A105APRIL protein
variant, additional 10 amino acid residues were added to the N-
terminus (146 amino acid residues in total, starting from ALA 105)
of each monomer. Coarse-grained modeling UNRES (from UNited
RESidue) software (Liwo et al. 1997) was used to predict the structure
of the trimer (see the protocol Calculation of full-length APRIL
protein model in UNRES). Five different models corresponding to
the energy minima were obtained. To choose the best one in terms of
potential GAG binding, docking of HP dp4 to APRIL trimer andMD
simulations were performed. Models with the overall lowest binding
free energy were chosen for further analysis. To calculate energies,
molecular mechanics generalized Born surface area (MM/GBSA) and
linear interaction energy (LIE) analysis methods were used (see the
protocols below).

Peptide fragment corresponding to the N-terminus of the full-
length human variant and missing in the truncated one (ALA-
VAL-LEU-THR-GLN-LYS-GLN-LYS-LYS-GLN)wasminimized, and
extensive MD simulation of 12 µs was performed in order to analyze
its structural properties.
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Calculation of full-length APRIL protein model in

UNRES

In order to calculate the conformations of the N-terminal fragments
of each chain, we applied a coarse-grained multiplexed replica
exchange molecular dynamics (MREMD) (Sugita and Okamoto
2000; Young and Pande 2003) approach implemented in UNRES
(Adcock and McCammon 2006; Czaplewski et al. 2009). The proto-
col was similar to that used in our previous work (Vallet et al. 2018;
Potthoff et al. 2019). Distance restraints were imposed on protein,
except the first 10 amino acids of each chain. MREMD simulation
consisted of 40 trajectories run at temperatures from 240 K to 350 K,
with two trajectories for every temperature. Each trajectory consisted
of 1.6 × 107 MD steps with 4.89 fs length. Only conformations from
the second part of the simulation were taken into further analysis,
with the use of the weighted histogram analysis method (WHAM)
(Kumar et al. 1992). The next step was minimum variance cluster
analysis (Ling and Späth 1981) of the conformational ensemble at
T= 300 K,which enabled us to obtain five clusters, ranked according
to summary probabilities of the ensembles and containing the most
probable structures to the cluster with the least probable structures.
For each cluster, one representative structure, closest to the cluster
centroid, was selected as the representative conformation.

Electrostatic potential calculations

Amber16 PBSA (Poisson–Boltzmann surface area) program was used
to calculate and visualize the solvent-mediated electrostatic potentials
of different variants of the APRIL protein using a default 1 Å
grid spacing step. Later on, it was visualized using VMD program
(Humphrey et al. 1996) to assess the regions of potential GAG
binding to APRIL protein. Previously, this method proved to be
successful in GAG-binding regions’ predictions (Samsonov and Pis-
abarro 2016).

Molecular docking

Autodock 3 (Morris et al. 1998) was used for docking simulations.
This program with this particular version yielded the best results
among other docking programs for protein–GAG systems (Samsonov
and Pisabarro 2016; Uciechowska-Kaczmarzyk et al. 2019). Max-
imum gridbox size was used (126 Å × 126 Å × 126 Å), which
covered the entire APRIL region of predicted GAG-binding region
with the default grid step of 0.375 Å. Lamarckian genetic algorithm
was used for 1000 independent runs. The size of 300 for the initial
population and 105 generations for termination conditions were
chosen. 9995 × 105 energy evaluations were performed. Clustering
was performed using DBSCAN algorithm (Ester et al. 1996) on top
50 docking results. The metric used for clustering accounted for the
equivalence of the atoms of the same atomic type, which is more
appropriate than the classical RMSD for periodic ligands (Samsonov
et al. 2014). One to two clusters of each GAG’s docking solutions
were chosen for the further analysis. Each time clustering parameter
was chosen individually to obtain one to three representative clusters.

Molecular dynamics

Every all-atomMD simulation of different APRIL variants complexes
obtained from molecular docking was performed using AMBER16
software package. Truncated octahedron TIP3P periodic box of
8 Å water layer from the box’s border to solute was used to
solvate complexes. Charge was neutralized with Cl− counterions.

Cysteines were connected to form appropriate disulfide bridges
according to the structure from the PDB (PDB ID 1XU1) (Hymowitz
et al. 2005; Schuepbach-Mallepell et al. 2015). Energy minimiza-
tion was performed preceding the production MD runs: 500
steepest descent cycles and 103 conjugate gradient cycles with
100 kcal/mol/Å2 harmonic force restraints, continued with 3 ×

103 steepest descent cycles and 3 × 103 conjugate gradient cycles
without any restraints. Following minimization steps, the system
was heat up to 300 K for 10 ps with harmonic force restraints of
100 kcal/mol/Å2. Then, the system was equilibrated at 300 K and
105 Pa in the isothermal isobaric ensemble for 500 ps. Afterward,
the actual MD run was carried out in the same isothermal isobaric
ensemble for either 10 ns or 100 ns (except for the 10 amino acid
residues peptide, in which case, 12 µs MD run was performed).
Particle mesh Ewald method for treating electrostatics and SHAKE
algorithm for all the covalent bonds containing hydrogen atoms were
implemented in the MD simulations.

Binding free energy calculations

To calculate free energy and per-residue energy decomposition, the
obtained trajectories from MD simulations were analyzed using
AMBER16 by two approaches—MM/GBSAmodel igb= 2 (Onufriev
et al. 2002) and LIE analysis with dielectric constant of 80, performed
by CPPTRAJ scripts. Particular frames taken for this analysis varied
for different simulations to be representative in terms of the structural
convergence.

Dynamic molecular docking

Compatibly with theMD simulations describedMolecular dynamics,
AMBER16 was used for dynamic molecular docking (DMD). This
method allows for full flexibility of both the receptor and ligand as
well as for taking into account the explicit solvent (Samsonov et al.
2014). First, a ligand was placed at 20–30 Å from the surface of
the protein (50–60 Å from the center of the protein), which was
significantly more than the cutoff value = 8 Å that was used in
the MD to avoid any influence on the dynamics of the ligand at
the beginning of the docking run. Then, the truncated octahedron
TIP3P periodic box of 4 Å water layer from the box’s border to
solute was used to solvate the complex, and the charge was neutral-
ized using Cl− counterions. Disulfide bonds between cysteines were
created accordingly with the structure from the PDB. Minimization
and equilibration runs were performed as described previously in
the Molecular dynamics section. After equilibration, the distances
from ligand (O4S atom of residue 47Y) to protein (O atom of
residue GLY403) were calculated and were assigned to the initial
distance in the targeted MD run. Afterward, first 4 ns MD run
was performed with the biased potential of 200 kcal/mol/Å2 applied
to the above-mentioned atoms of the receptor and the ligand as
described in our previous work (Samsonov et al. 2014), employing
Jarzynski procedure (Jarzynski 1997; Park and Schulten 2004) This
step was repeated 100 times to obtain 100 different docking poses.
Next, structures from final frames from all runs were taken as the
starting structures for the unbiased MD simulation; each protein–
GAG complex was solvated with 8 Å layer of TIP3P water in a form
of truncated octahedron; Na+ or Cl− counterions were added and
disulfide bonds were created. Minimization and equilibration steps
were performed once more under the same conditions as in the first
step of the DMD simulation. Finally, 10 ns MD production runs
were carried out in the same isothermal isobaric ensemble for each
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of the 100 docking poses. The obtained structures were considered
as docking poses and were scored used the MM/GBSA protocol for
all 10 ns of the MD production run.

Cells and reagents

L363 and 293 T HEK cells were obtained from the American tissue
culture collection. All cells were propagated in RPMI 1640 medium
(Gibco BRL, US) containing 10% fetal calf serum (Eurobio, France).
Biotinylated antiflag (cloneM2) was from Sigma (US). The anti-TACI
(1A1, rat immunoglobulin G2a [IgG2a]) and soluble human Thy-
1 (aa 20-130), BCMA (aa 2-54) TACI (aa 2-118) fused to human
Fc were obtained from Enzolife sciences (Switzerland). Expression
constructs for Fc-tagged and flag-tagged human A105APRIL (aa 105-
246) and H115APRIL (aa 115-246) have been described previously
(Baert et al. 2018). SDS-PAGE analysis was performed to confirm
dimeriziation of APRIL trimer proteins (Supplementary Figure S1).
Fc-tagged and flag-tagged proteins were produced transiently in
293 T HEK cells following polyethylenimine-based transfection in
serum-free optimemmedium (Gibco BRL). Fc-tagged and flag-tagged
proteins were purified with Protein-A Sepharose (GE Healthcare, US)
and antiflag-Sepharose (Sigma, US) and acidic elution with 0,1 M
glycine, pH: 2.5, respectively. Positive fractions were pooled and dia-
lyzed against PBS before use. The plasmid encoding for human TACI
has been described by (Schwaller et al. 2007). Heparin (Liquemin,
5000 IU/mL, Drossapharm, Switzerland) was used at 1/500. Hep-
aran sulfate proteoglycan (HSPG) from mouse basement membrane
sarcoma were obtained from Sigma. HSPG were biotinylated with
biotin hydrazide and carbodiimide as previously described (Ahmed
and Huard 2021).

Enzyme-linked immunosorbent assay

Proteins coating was performed overnight at 10 µg/mL in 50 µL
of PBS at 4◦C. Plates were blocked in PBS with 1% BSA for 1 h
at RT. Incubation with ligands were performed for 1 h at RT.
Washing buffer was PBS with 1% BSA, 0.05% Tween 20. Strepta-
vidin conjugated to horseradish peroxidase (R&D Systems, US) and
3,3′,5,5’-tetramethylbenzidine (Sigma) were used to reveal binding of
biotinylated HSPG. Reaction was stopped with H2SO4 2 N. Optical
density was read at 450 nm on a VICTOR multilabel plate reader
(Perkin Elmer, UK).

Flow cytometry

0,5 × 106 cells were stained at 4◦C in PBS with 1% BSA for 30
min. Secondary reagents included goat antirat (anti-TACI, 10 µg/mL)
and goat antihuman immunoglobulin G (IgG) (Fc-APRIL, TACI-Fc)
conjugated to Alexa 488. Streptavidin conjugated to Alexa 488 (BD
Biosciences) was used to detect HSPG and antiflag binding. Washes
were performed with PBS. Fluorescence was acquired on a BD Accuri
C6 flow cytometer.

Results and discussion

In this work, APRIL–GAG interactions were comprehensively ana-
lyzed. For all the experiments, trimers of APRIL were used (with
the addition of the hexameric variants that were used for biological
experiments) to reproduce the conditions in the cell. It was shown
in enzyme-linked immunosorbent assay (ELISA) and flow cytome-
try experiments that HSPG binds to both wild-type and truncated
variants of APRIL protein. Potential region of GAG binding on the

Fig. 1. Binding of oligomerized H115APRIL to HSPG. (A) The binding of

increasing concentrations of biotinylated HSPG to the indicated forms of

coated APRIL was tested by ELISA. In some conditions, heparin was used

as a competitor. Results are shown with the mean and min/max values of

duplicates. Three independent experiments were performed. (B) Binding of

trimeric APRIL and hexameric Fc–APRIL on HSPG expressed at the surface of

HEK cells was assessed by flow cytometry. The results are representative of

at least five for (A) and two for (B) independent experiments.

surface of the APRIL was inspected with the PBSA method. Then,
using computational approach, the results from ELISA/flow cytom-
etry were confirmed. Furthermore, interactions of APRIL protein
with different lengths of HP, CSe and CSc were examined. It was
shown which residues promote GAG binding and which obstruct it.
Then, the structural properties of N-terminal fragment that truncated
APRILwas lacking were analyzed.Afterward, experimental and com-
putational investigations of APRIL’s receptors—TACI and BCMA—
and their potential binding to HP were carried out. At the end, an
in-depth analysis of the performance and prediction power of tools
used in this study was carried out.

Binding of H115APRIL/A105APRIL with HSPG

We assessed the binding of H115APRIL to HSPG by ELISA.We could
detect a binding to soluble HSPGwhenH115APRILwas oligomerized
upon coating onto the plastic surface (Figure 1A). This binding was
to a lesser extent than for coated A105APRIL. We also detected by
flow cytometry that a binding of H115APRIL to HSPG expressed at
the surface of HEK cells, but again, only when it was oligomerized
by dimerization with an Fc fusion partner (Figure 1B). In this latter
experiment, trimeric A105APRIL could bind to the HEK cells. Taken
together, these experiments show that H115APRIL lacking its N-
terminal tail could still bind to HSPG but with an overall lower
affinity since requiring oligomerization.

After the experimental confirmation of binding of APRIL protein
variants to HSPG, we performed a series of computational experi-
ments to gain atomistic insights into the APRIL–GAG interactions.
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Fig. 2. Positive electrostatic potential isosurfaces (colored in blue;

4 kcal/mol•e-–1 in case of truncated APRIL and 5 kcal/mol•e-–1 in case

of full-length APRIL) obtained by PBSA approach show potential capability

of N- and C-terminal regions of the APRIL protein to bind GAGs.

PBSA-based prediction of GAG-binding region

To predict GAG-binding regions on the APRIL protein surface, PBSA
method from AMBER suite was used. It was previously proven that,
due to the highly charged nature of these ligands, such methodology
is successful in predicting GAG-binding regions on the protein surface
(Samsonov and Pisabarro 2016). The results obtained with the PBSA
method showed positive electrostatic potential in the N-terminal
region of each monomer that is spatially close in the trimeric APRIL
(Figure 2). This region with the three lysines, LYS 110, LYS 112
and LYS 113, was previously demonstrated in binding assays with
HS-positive cells to be responsible for binding GAGs (Hendriks
et al. 2005; Ingold et al. 2005). Nevertheless, we found out that the
C-termini may contribute to the positive potential suggesting that
APRIL–GAG interactions may be more complex than previously
thought.

Computational investigation of APRIL–GAG

interactions

HP dp4, HP dp6, CSe dp4, CSe dp6, CSc dp4 and CSc dp6 were
analyzed for their binding properties to full-length soluble APRIL
(A105APRIL) and a N-term truncated variant (H115APRIL) using
MM/GBSA and LIE methods, with protocols calibrated for this
system as described at the end of the Results section. To obtain the

A105APRIL protein structure, we applied coarse-grained approach
to calculate theoretical models for the protein as there is no exper-
imental structure available yet. In order to achieve this, we used

H115APRIL variant PDB structure and modeled additional 10 amino

acid residues using UNRES software as described in theMaterials and
methods section. This full-length protein model was used for further
APRIL–GAG interactions analysis along with truncated variant for
molecular docking and binding free energy assessment. Both MM/G-
BSA and LIE were in agreement that HP binds the strongest out of
the compared GAGs. The weakest binding was found for CSc, while
the CSe bound stronger than CSc but weaker than HP, suggesting
not only net electrostatic effect on binding but also the specific role
of sulfation pattern for CS.

All the binding energies obtained by LIE and MM/GBSA for both

A105APRIL andH115APRIL variants are listed in the Table I.Overall,
GAGs bind much stronger to A105APRIL than to H115APRIL. This
finding is in agreement with our PBSA electrostatic potential analysis
that suggested much higher positive potential in the region of N-
terminus. It is also clear that dp6 GAGs are bound stronger than dp4
counterparts, especially for CSe and HP GAGs. The only exception is
CSc dp4 in the case of A105APRIL that shows insignificantly lower
MM/GBSA and LIE values than for CSc dp6. However, the overall
differences in energies are lower for CSc than for other GAGs, which
suggests very weak or no binding for this GAG. The differences in
the results obtained by MM/GBSA and LIE methods may appear due
to few factors. First of all, LIE is a less complex method and may
not account for as many energy components, and in particular, in
terms of solvent treatment, as the MM/GBSA does. There are several
differences in free energy calculation in both methods (Genheden
and Ryde 2011): LIE takes into account the Van der Waals (VdW)
component and the electrostatic component (ELE) in vacuo scaled by
a dielectric constant to consider the interactions between the ligand
with the receptor and solvent environments; MM/GBSA calculates
free energy using VdW and electrostatics in vacuo energies, polar
solvation energy partially including the entropic component of the
solvent, nonpolar solvation free energy. Second, LIE is used in our
work with standard parameters (dielectric constant of 80), which
should be calibrated for each particular molecular system type using
experimental data if available.

Significant residues in the APRIL–GAG-binding site

All of the mentioned GAGs were docked with Autodock3 software to
the N-/C-terminus region of the APRIL protein (Figure 3). Per-residue
free energy decomposition analysis allowed to propose the residues
defining the putative binding site. The most important residues for

H115APRIL were: HIS 115, ARG 143, ARG 144, GLY 145, ARG
146 and LYS 249 (Supplementary Figures S2 and S3), while the
following residues provided the most unfavorable contribution to
the binding: ASP 159, GLU 185, GLU 191, ASP 223 and LEU
250 (Supplementary Figure S4). For A105APRIL, the same residues
were found to be disruptive (Figure 4). However, when analyzing
the most important residues favorable for binding, there was a
significant difference because of the additional LYS 110, GLN 111,
LYS 112 and 113 that were present in the N-terminus (Figure 5 and
Supplementary Figure S2). This confirmed that 105APRIL is more
prone to binding GAGs.

Heparin binding to the LYS-rich N-term peptide of

APRIL

Additional computational experiments were performed to analyze
more comprehensively APRIL–GAGs interactions. We took the first
10 amino-acid residues from the N-terminus of the APRIL protein
that are missing in the truncated form and simulated (as described
in the Methods and materials section) them for over 12 µs to assure
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Table I. MM/GBSA and LIE binding free energy analysis for the truncated and full-length APRIL in complex with HP dp4 and CSc dp4

H115APRIL, 1G (kcal/mol) H115APRIL, 1G (kcal/mol)

MM/GBSA LIE MM/GBSA LIE

HP dp4 −56.4± 8.3 −38.1± 5.8 −119.9± 20.8 −61.9 ± 9.2
HP dp6 −88.4± 16.7 −50.3± 9.5 −141.1± 23.5 −69.3 ± 11.7
CSe dp4 −34.1± 0.28 −31.9± 3.0 −52.1± 9.8 −42.6 ± 8.5
CSe dp6 −47.9± n/a −40.7± n/a −90.0± 18.0 −62.8 ± 9.9
CSc dp4 −33.7± 8.1 −29.3± 5.9 −63.7± 20.3 −43.8 ± 11.0
CSc dp6 −36.5± 1.0 −30.8± 12.8 −50.9± 13.2 −40.3 ± 9.4

n/a: not available; only two values were obtained for this system.

Fig. 3. The representative clusters of GAG solutions (in sticks) obtained for

H115APRIL/A105APRIL (in orange cartoon) by Autodock3 docking. On the top of

the panel, all clusters are shown together, while on the bottom side of the

panel they are shown separately per each GAG.

proper folding. Then, clustering (using DBSCAN algorithm) with a
set of different parameters was used to obtain the representative
structures (Figure 6). We have chosen the cluster that appeared in
10% of the frames of the 12 µs MD simulation. The peptide was ana-
lyzed in terms of its structural parameters. DSSP algorithm (Kabsch
and Sander 1983) was used to assess the secondary structure of the
peptide and N-terminus of A105APRIL to compare their properties
(Supplementary Figure S5). The most common elements in case of
the peptide and two out of three N-termini from A105APRIL were
the bend and the turn, while in case of the third N-terminus, a high
number of 310-helix was found. Afterward, using Autodock3, HP
dp6was docked to this 10 amino acid residue peptide. It was followed
by 10 ns MD runs that were repeated 50 times (each individual run

for each of the 50 best docking poses). Those runs were analyzed
in terms of binding free energy, using both MM/GBSA and LIE
approaches. Mean value of −29.5 kcal/mol and −32.9 kcal/mol for
the 50 runs were obtained, respectively. Experiment was repeated
using DMD method (as described in Methods and materials section)
and was analyzed with MM/GBSA. Obtained binding free energy
values were very close to those obtained after rigid docking to
the most probable peptide conformer with Autodock3 (−30.0 vs.
29.5 kcal/mol). When compared to the values of −141.1 kcal/mol
(MM/GBSA) and −69.3 kcal/mol (LIE) in case of binding to APRIL,
it is clear that the strength of the binding to the peptide repre-
senting N-terminus is far from that of binding to the protein. In
fact, in one of the cases, we even observed start of the dissociation
of HP from the peptide during the MD run. This may indicate
that the N-terminus itself could not be sufficient for proper GAG
binding and other peripheral/C-terminus residues in the protein (such
as ARG 143, ARG 144, GLY 145, ARG 146 and LYS 249) are
essential.

No evidence for an interaction of TACI with HSPG in

biological assays

We next assessed the binding of HSPG to TACI in ELISA by coating
TACI-Fc. No binding of biotinylated HSPG ranging from 1 ng/mL
up to 100 µg/mL was detected (Figure 7A). In this experiment,
coated TACI was biochemically active since it could bind to a
complex of Fc-A105APRIL/HSPG. In the latter condition, presence
of A105APRIL did not potentiate the interaction of TACI with HSPG
since the binding recorded was not superior to the conditions with
coated BCMA. When APRIL was coated, we still did not observe
any potentiation of the TACI/HSPG interaction (Figure 7B). We
next assessed the interaction with TACI expressed at the surface
of the transfected cells. We again did not detect the binding of
biotinylated HSPG at any concentrations tested (Figure 7C). Mul-
tiple myeloma cells such as the L363 cell line express the HSPG,
syndecan 1. On these cells, A105APRIL could bind in an HSPG-
dependent manner once inhibited by heparin (Figure 7D). We could
not detect the binding of up to 30 µg/mL of TACI-Fc to L363
cells.

APRIL’s receptor TACI and BCMA—their contribution to

GAG binding

It was proposed that APRIL’s receptor TACI was able to bind to
HSPG while BCMA could not (Bischof et al. 2006). Those findings
are in contrary to our experiments and to the data published recently
by Kowalczyk-Quintas et al. (2019). To further analyze those contra-
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Fig. 4. Per-residue free energy decomposition of the residues that show the most unfavorable GAG-binding impacts in case of the A105APRIL variant. Violin plots

represent the energy distribution for particular residues binding different GAGs from all MD simulations with the starting structures obtained by Autodock3

docking.

dictory findings and to understand TACI–GAGs interactions at the
molecular level, we first performed electrostatic potential analysis
using the PBSA method from AMBER suite. APRIL protein with
soluble fragments of TACI or BCMA in complexes (PDB IDs 1XU1
and 1XU2, respectively) was used for this analysis. The obtained data
indicate more favorable electrostatic potential in case of complex
of APRIL–TACI than in APRIL–BCMA (Supplementary Figure S6).
Then, we docked HP dp6 to both TACI- and BCMA-soluble frag-
ments using Autodock3. Obtained binding poses were clustered
(Methods and materials section), and poses from the best clusters
for TACI (eight poses) and BCMA (10 poses) were used in the
MD simulations. Afterward, the MM/GBSA method was applied to
assess free binding energies in TACI–HP dp6 and BCMA–HP dp6
complexes. MM/GBSA analysis showed free binding energy values
of −35.4 kcal/mol (standard deviation [SD] 7.9) and −15.5 kcal/-
mol (SD 8.7) for TACI and BCMA complexes, respectively. Those
values clearly indicate the distinguishable strength of potential GAG
binding to two different APRIL’s receptors. Free binding energy
of −15.5 kcal/mol suggests that HP binding to BCMA is unlikely.
−35.4 kcal/mol value from the MM/GBSA analysis in case of the
TACI–HP complex could suggest potential weak binding. LIE anal-
ysis has shown the same mean value of −35.4 kcal/mol (SD 6.8).
However, the value of −35.4 kcal/mol indicates some uncertainty,

and we are unable to clearly and confidently claim for this particular
complex whether there is a binding or not. It is also worth mentioning
that HP is the most sulfated form of HS and thus the most charged
variant of HS, which consists of mixture of GAGs with different
sulfation patterns. Taking this into account, the HPmay show slightly
better binding properties in this particular complex than the rest of
the HS family. Therefore, the borderline free binding energy values
for the HP binding to TACI could suggest that potentially weaker
binding of HS to TACI would not be sufficient enough for an effective
binding that could be observed in the experiment.

DMD in GAG-binding site prediction

In order to further analyze and understand the predictive power of
our docking results from Autodock3 and to provide more details
on GAGs binding to A105APRIL, we performed DMD for HP dp4
and 6. DMD should allow for more flexibility for the molecules in
the docking process, which could suggest that DMD values may be
more reliable. Another advantage of DMD is that it allows for the
inclusion of explicit solvent in local molecular docking. Previously,
it was shown that in comparison to AD3, the DMD method was
capable to reliably identify the receptor residues contributing most to
binding and it had higher complex structure prediction performance,
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Fig. 5. Per-residue free energy decomposition of the residues that show the most favorable GAG-binding impacts in case of A105APRIL variant. Violin plots

represent the energy distribution for particular residues binding different GAGs from all MD simulations with the starting structures obtained by Autodock3

docking.

Fig. 6. Three representative structures of the N-terminal fragment mod-

els (aa 105–114) from the A105APRIL protein obtained from the 12 µs MD

simulation. The DBSCAN algorithm was used for clustering with following

parameters: orange—epsilon = 2 and minpoints = 3, green—epsilon = 2

and minpoints = 5, violet (chosen for the further analysis)—epsilon = 3 and

minpoints = 4.

especially for systems with highly flexible and negatively charged
ligands like GAGs (Gehrcke and Pisabarro 2015; Salbach-Hirsch
et al. 2015; Babik et al. 2017) 100 independent docking runs were
obtained for each GAG. MM/GBSA binding energy analysis showed
an average energy of −84.8 kJ/mol for the HP dp4 and −93.1 kJ/mol
for HP dp6. Therefore, it is shown once more that dp6 GAGs bind

stronger to APRIL protein than dp4 GAGs. Obtained docking poses
are similar to those docked with Autodock3 (Figure 8). However,
MM/GBSA applied to DMD docking poses yields lower binding
energy values than the ones obtained from MD simulations, starting
from the binding poses produced by Autodock3. This points out the
importance of taking into account the flexibility of the receptor for
such calculations. The potentially unstructured nature of A105APRIL
N-termini corroborates the fact that up to now no structural data on
theN-terminus of the protein were obtained byX-ray/NMR/CryoEM
experiments. In our simulations, we observed high mobility of the N-
termini of the A105APRIL trimer both at coarse-grained and in all-
atom levels.

Multiple GAG binding to APRIL protein

DMD method was adopted to check whether binding of multiple
GAG fragments of different types is possible. To our knowledge, this
is a novel approach, and no one has docked multiple GAG fragments
to any protein yet. We used DMD to dock CSe dp6 to the full-length
APRIL with already harbored HP dp6 (Supplementary Figure S7).
The free binding energy analysis shows much weaker CSe binding
to APRIL in the presence of HP in comparison to its absence. The
mean value of 100 analyzed runs with MM/GBSA approach was
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Fig. 7. No evidence for a direct interaction of TACI with HSPG. The binding of increasing concentrations of biotinylated HSPG to TACI was tested in ELISA. (A)

APRIL receptors TACI and BCMA were coated, and the interaction was tested in the presence or absence of 1 µg/mL of soluble Fc-A105APRIL. (B) Fc-A105APRIL

was coated and the binding was tested in the presence or absence of 1 µg/mL of the soluble receptors, TACI and BCMA. Results are presented as in Figure 1A.

Three independent experiments were performed. (C) Binding of biotinylated HSPG ranging from 1 ng/mL to 10 µg/mL was assessed on HEK cells transiently

transfected with full length human TACI. Results for only the highest HSPG concentration is shown. Reactivity with an anti-TACI is also shown (CIg = isotype-

matched control immunoglobulin). (D) Binding of TACI-Fc (from 1 ng/mL to 30 µg/mL) was tested on L363 cells. Results from only the highest concentration of

TACI are shown. HSPG expression on L363 cells is shown by the binding of Fc-A105APRIL (1 µg/mL) inhibited by heparin (hep.). Overlaid histograms plots are

representative of at least two independent experiments. Thy-1-FC was used as control (CTRL) Fc-fused molecule.

Fig. 8. Cluster representing the best docked structures for the HP dp4 and dp6

(in cyan sticks) after DMD to A105APPRIL variant (in orange cartoon).

−27.2 kcal/mol compared to −90 kcal/mol found in the regular MD
run analysis with MM/GBSA. LIE calculations also showed drop in
the binding strength represented by −29.7 kcal/mol compared to

−62.8 kcal/mol to what we saw in the absence of the prebound
HP. When visually analyzing the runs, we observed the dissocia-
tion of several CSe monomeric units in two of the runs (out of
100). In those two cases, the MM/GBSA binding analysis yielded
values of −5.4 kcal/mol and −5.6 kcal/mol, while the LIE approach
claimed −7.5 kcal/mol and −9.2 kcal/mol, respectively. Therefore,
it is clear that CSe dp6 binding is much weaker in the presence
of HP. When such a multiple GAG binding may not be favorable,
it is still feasible. We performed energy decomposition to further
analyze those relations and to check for the residues that hinder the
interaction of CSe dp6 and the preformed complex with HP the most.
It was not surprising that among the first six residues that repelled
CSe the most belonged to HP. The other residues that negatively
affected CSe–complex binding were the same that were shown in the
absence of HP: ASP 159, GLU 185, GLU 191, ASP 223 and LEU
250. Interaction-favoring residues were found to be similar to those
from the earlier analysis without HP. However, we found two new
additional amino acids that are essential for the strengthening of the
interactions, VAL 106 and LEU 107, while LYS 112, ARG 146 and
LYS 249 have been shown to be still important.
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Table II. MM/GBSA and LIE binding free energy analysis for the truncated APRIL variant in complex with HP dp4 and CSc dp4

HP dp4, 1G (kcal/mol) CSc dp4, 1G (kcal/mol)

MM/GBSA LIE MM/GBSA LIE

First ns −66.7 ± 12.6 −45.8 ± 5.6 −43.9 ± 15.5 −36.9 ± 13.6
Last ns −57.1 ± 12.5 −37.5 ± 5.7 −31.4 ± 10.1 −28.5 ± 9.5
First 10 ns −58.4 ± 13.1 −41.0 ± 7.2 −36.4 ± 12.1 −31.5 ± 6.3
Last 10 ns −56.6 ± 13.4 −36.9 ± 8.1 −32.7 ± 8.8 −28.4 ± 6.9
First 50 ns −56.5 ± 9.4 −38.5 ± 6.2 −33.8 ± 9.4 −29.7 ± 5.9
Last 50 ns −56.4 ± 9.7 −37.6 ± 6.6 −33.3 ± 8.3 −28.8 ± 6.9
Whole simulation −56.4 ± 8.3 −38.1 ± 5.8 −33.7 ± 8.1 −29.3 ± 5.9

Methodological aspects of binding free energy

analysis by MM/GBSA and LIE

For the verification of our results and for the evaluation of the
methodology used in our study, we performed extensive investiga-
tion regarding the statistical relevance of the data from free energy
calculations. Beside such a verification, this analysis was aimed to
understand our particular molecular system more comprehensively
but also to gain insights into the nature of protein–GAGs interactions
in general.

Binding free energy calculations is one of the most important and
still challenging parts of computational analysis of protein–ligand
interactions (Kollman et al. 2000; Genheden and Ryde 2015). There
are several ways to assess binding free energy. The most commonly
used ones are molecular mechanics Poisson–Boltzmann surface area
(MM/PBSA) and MM/GBSA, where the evaluation of the free energy
is described as a sum of in vacuo molecular mechanics energy terms
and a solvation free energy term in implicit solvent (Kollman et al.
2000). The obtainedMM/PBSA (MM/GBSA) binding energies should
be rather understood as enthalpies with the entropy of the solvent
implicitly accounted for than the full free binding energies (Genheden
andRyde 2015).Another approach for free energy calculations is LIE,
which is in general less accurate but computationally less expensive
and is based on VdW and electrostatic energies linear combination
obtained directly from each frame of the MD trajectory. In LIE,
electrostatics are calculated in vacuo and are simply scaled by a
dielectric constant. However, it is hard to evaluate how precise and
reliable are the mentioned methods when applied on molecular dock-
ing simulations output, in particular, in case of the highly charged
systems as ours. In this study, we used both methods in more high-
throughput manner to investigate our model comprehensively.

For this methodological part of the study, we have chosen

H115APRIL—a truncated version of the protein—as it lacks the
first 10 amino acid residues that seem to be unstructured. Those
residues could negatively affect our methodological analysis and
contribute to the noise in our data, which in such a high-throughput
and technique-oriented analysis, we would avoid at all cost. 50 top-
scored poses obtained for each of CSc4 and HP dp4 GAGs docked
to the truncated variant of APRIL protein with Autodock3 program
were analyzed in terms of the binding energy obtained from 100 ns
MD simulations by both the MM/GBSA and LIE approaches. First,
the differences between the first and the last 1, 10 and 50 ns were
compared for MM/GBSA (Table II, Figure 9). For most of the CSc4
dp4 binding poses, energies were higher at the end of the MD runs
than at the beginning (Table II). This is probably due to the fact that
molecular docking predicts interactions between ligand and protein
without taking into account the solvent explicitly which is supposed

to be very important for the protein–GAG interactions (Teyra et al.
2006; Samsonov et al. 2011; Samsonov et al. 2014).

In the course of MD simulations, the interface between the
receptor and the ligand is filled with the molecules of water, which
in general, weakens the interactions in the complex. This result may
look counterintuitive since it is rather expected that the MD simu-
lation would correct the initial structure and, therefore, decrease the
total energy of binding.However, the solvent impact is not considered
explicitly in the free energy calculations, while the penetration of the
water molecules into the protein–GAG interface leads to the generally
less favorable MM/GBSA energies of binding in comparison to the
case when no water molecules are in the complex interface. In case
of CSc dp4, the density of probability maxima of the binding energy
spectrum at the last part of the runs were sharper, which suggests
tending toward the same energy values in the course of the MD run
due to the convergence of the various MD simulations starting from
different initial conformations (Supplementary Figure S8). It shows
that the longer the run, the more reliable results are, which is, in
general, expected.However, it is worth mentioning that extending the
length of the MD runs over a certain point is highly cost-inefficient
and yields from insignificant to no improvements. Our data clearly
show how the uncertainties of the simulation result in such an electro-
statically driven system change with the elongation of the simulation.
In HP dp4 spectra, there were no differences observed in terms of
the width of the peaks (Figure 9). Similarly to CSc dp4, for the
HP dp4, there was an increase in binding energy during simulation.
Almost no differences in the case of binding energy comparison after
the first and second half of the runs for both CSc dp4 and HP
dp4 were observed (Figure 9, Table II and Supplementary Figure S8).
Moreover, no significant differences were found when the binding
energies were compared for the first and the last 10 ns of the run for
both CSc and HP.On the other hand, differences were significant and
rather high when the first and the last ns of the run were compared.
This suggests that the length of the simulation of 10 ns could be
enough for converging results from the 50 starting poses obtained by
docking for this system. It was also shown that the binding energies
of the 50 docking poses differed essentially (Table II and Figure 10).
Fortunately, our clustering protocol and the parameter choice for
DBSCAN algorithm yielded poses spread normally across the range
of energy binding values (Figure 10). This supports the idea that the
obtained clusters of structures from 50 AD3 top-scored binding poses
represent a structural ensemble properly.

EGB and ESURF are the components of the MM/GBSA free
binding energies describing the impact of the solvent in the molecular
interactions. We analyzed their effect on the final outcome of the
free energy calculations. When comparing the first and the second
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Fig. 9.MM/GBSA and LIE binding free energy analysis of HP dp4 to H115APRIL variant showing differences in total free energies between the first and the last ns

(top), the first and the last 10 ns (middle), and the first and the second halves of the MD run (bottom).

halves of the runs—for both CSc dp4 and HP dp4—we detected
almost no difference in the shapes of the EGB values distribu-
tion (Supplementary Figures S9 and S10). The same applied to the
ESURF density of the probability curves (Supplementary Figures S9
and S10). There was a slight curve shift toward the lower values in the
last 10 ns when compared to the first 10 ns for CSc dp4 and HP dp4
(Supplementary Figures S9 and S10). For the ESURF component, the

curves were slightly moved toward higher values—again for both CSc
dp4 andHP dp4.Looking at the first and the last ns of the runs, trends
remained the same in terms of the difference of the curve’s shift. There
was a much higher curves’ shift for the first and the last ns of the
runs for CSc dp4 and HP dp4 (Supplementary Figures S9 and S10).
Those findings are in agreement with the results for other MM/GBSA
components, showing that 1 ns of MD run is not sufficient to yield
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Fig. 10. Total binding free energy distribution analysis for the complex between H115APRIL variant and HP dp4 from 50 independent MD runs. Red vertical lines

correspond to binding free energies from particular MD simulations representing the structures belonging to the obtained clusters.

reliable results in terms of free energy of binding by the MM/GBSA
approach for this particular molecular system.

LIE analysis yielded qualitatively similar results (Figure 9,
Supplementary Figure S8 and Table II). Despite in general lower
values of the obtained binding energies, they followed the same trend
as in the case of the MM/GBSA analysis. Similarly, LIE showed no
significant differences between the first and the last 10 or 50 ns of the
MD simulation. LIE method resulted in narrower energy distribution
across different binding poses, however, the results themselves look
less distinctive and show smaller differences between certain types
of GAGs (Supplementary Figures S9 and S10). These observations
suggest that MM/GBSA could be considered as a more appropriate
method to calculate the binding free energies in protein–GAG
systems, which is similar to the data obtained for other biomolecular
complexes (Tsui and Case 2000; Genheden and Ryde 2011).

Similarly to the MM/GBSA free energy components, we ana-
lyzed both ELE and VdW components of LIE in the course of
the MD simulations (Supplementary Figures S9 and S10). For both
components, when compared, the first and the second halves of the
MD simulations curves looked almost identical in the case of both
analyzed GAGs. In comparison of the first and the last 10 ns of MD
runs, we observed only small shifts in the distribution curves’ shapes.
During the run, both VdW and ELE components shifted toward
higher values with the exception that the ELE component moved
only slightly toward higher values. This applied to both CSc dp4 and
HP dp4. Likewise, in the MM/GBSA analysis, the differences were
more distinctive when looking at the first and the last ns of the MD
simulations. The highest shift was observed in the VdW component
for both CSc dp4 and HP dp4.

The conclusion drawn from these free energy calculations is that
10 ns simulation in case of APRIL–GAG or similar systems in terms
of size and interaction patterns is sufficient for the analysis of MD
trajectories, especially when working on the bigger data sets of 50
repeated MD runs, like it was done in this study. Working only on
around 10 MD runs with the length of 10 ns may not always be

enough to get a full insight of the protein–ligand interactions. The
gains between 10 ns and 50 ns analyses were little, and thus, this
would not be computationally effective to elongate the simulation up
to 50 ns. Therefore, we suggest that it is better to enlarge the number
of MD runs rather than elongate the runs. Similar statements were
previously reported in other study (Genheden and Ryde 2015). The
improvements were evenmore negligible after 50th ns of theMD runs
when considering free energy analysis, and further elongation of the
simulation is computationally expensive but would not improve the
accuracy of the results. It is worth to notice that those insights cannot
be extrapolated for all types of molecular systems.Minimal sufficient
length of the MD simulation may depend on many variables, such
as the system’s charge, size of the ligand, flexibility of both ligand
and receptor, geometry of the receptor-binding region, dominant
interactions’ types in the site of binding and most importantly on
the goal of the study itself.

Conclusions

We present novel data which indicate that GAGs may also bind to the
truncated version of the APRIL, but this biding is definitely less potent
than the one to the full-length APRIL. In this study, it was shown that
heparin binds the strongest to both variants of APRIL. This binding
was confirmed both by computational and wet lab (ELISA/flow
cytometry) experiments.CS-4,6-sulfate manifest weaker binding than
heparin, while chondroitin-6-sulfate shows very weak-to-no binding
properties.All of the mentioned GAGswhen boundwere located near
the N-termini of the monomers that are spatially close in the APRIL
trimer and form one common binding site. This region was analyzed
with PBSA method and positive electrostatic potential was revealed
near the N- and C-termini. Not surprisingly, in energy decomposition
analysis, we also found most of the residues that significantly affected
binding of the GAGs in this region. However, our study on heparin
binding to peptide consisting of the first 10 amino acid residues from
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the N-terminus of the APRIL protein indicates that GAG binding to
peptide itself is not as strong as the binding to the full protein. The
latter represents another argument in favor a contribution of other
peripheral and C-terminus residues in GAG binding. Structurally, the
peptide lacked essential propensities for secondary structure features,
and in this term, was similar to two out of three N-termini from the
model of A105APRIL. In this study, we further assessed the multiple
GAG binding to single APRIL. Our findings show that it could be
possible, but the strength of the binding is much weaker than in case
for a single GAG molecule.

The biological assays performed in the present study showed no
binding of HSPG to TACI. This is in agreement with the recent
findings of Kowalczyk-Quintas et al. (2019) who claimed no binding
of TACI to HP,which is the most sulfated compound in the HS family,
unless oligomerized. Our computational analysis yielded borderline
energy values for TACI–HP binding that suggests no binding or very
weak one. Energies obtained for the BCMA–HP complex were not
favorable enough and thus indicate no binding in this case.

To analyze our data, we used two methods of free binding
energy assessment:MM/GBSA and LIE.While theMM/GBSA yielded
more statistically reliable results, the LIE method is much faster
and requires very little computational resources. It is also worth
mentioning that for LIE to be used effectively, it is best that it would
be optimized in advance using experimental data rather than default
parameters. We also applied DMD and confirmed our results from
docking with Autodock3. This novel GAG-specific docking approach
allows for the inclusion of explicit solvent in local molecular docking
and for molecular flexibility during docking process. To sum up, we
rigorously evaluated the currently used MD-based methodology for
protein–GAG complexes’ theoretical description.We believe that our
APRIL–GAG interactions analysis will be useful for further studies on
the APRIL-related molecular mechanisms and the insights we shared
in this work will help to facilitate drug development for autoimmune
diseases and B-cell malignancies.

Supplementary data

Supplementary data for this article are available online at http://
glycob.oxfordjournals.org/.
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Abstract: Glycosaminoglycans (GAGs) are linear anionic periodic polysaccharides participating in
a number of biologically relevant processes in the extracellular matrix via interactions with their
protein targets. Due to their periodicity, conformational flexibility, pseudo-symmetry of the sulfation
pattern, and the key role of electrostatics, these molecules are challenging for both experimental
and theoretical approaches. In particular, conventional molecular docking applied for GAGs longer
than 10-mer experiences severe difficulties. In this work, for the first time, 24- and 48-meric GAGs
were docked using all-atomic repulsive-scaling Hamiltonian replica exchange molecular dynamics
(RS-REMD), a novel methodology based on replicas with van der Waals radii of interacting molecules
being scaled. This approach performed well for proteins complexed with oligomeric GAGs and is
independent of their length, which distinguishes it from other molecular docking approaches. We
built a model of long GAGs in complex with a proliferation-inducing ligand (APRIL) prebound to its
receptors, the B cell maturation antigen and the transmembrane activator and calcium modulator
and cyclophilin ligand interactor (TACI). Furthermore, the prediction power of the RS-REMD for this
tertiary complex was evaluated. We conclude that the TACI–GAG interaction could be potentially
amplified by TACI’s binding to APRIL. RS-REMD outperformed Autodock3, the docking program
previously proven the best for short GAGs.

Keywords: van der Waals replica exchange molecular dynamics; long glycosaminoglycans; APRIL;
APRIL receptors; MM/GBSA

1. Introduction

Despite the recent advances in molecular docking of glycosaminoglycan (GAG)
oligosaccharides, it still remains a challenge to dock longer GAGs [1]. The main rea-
son for this is the physical–chemical nature of GAGs. They are long, periodic, and linear
polysaccharides. They are negatively charged and manifest different binding and confor-
mational properties based on their sulfation pattern and negative charge distribution [2].
GAGs are built of disaccharide units consisting of amino sugars and uronic acid or galac-
tose [3]. Depending on their arrangement and sulfation pattern, those units may display
408 [4] variants, of which 202 are found in mammals [5,6]. Although GAG’s certain binding
specificity has been observed in several biologically relevant systems [7–9], protein–GAG
interactions are often predominantly electrostatics-driven, and their binding energies cor-
relate with the GAG net charge [10–13]. Despite the fact that computational studies of
GAGs persist as a general challenge due to the required conformational sampling and their
periodicity, there are numerous successful studies on proteins complexes with shorter GAG
oligosaccharides (of length up to octasaccharides) [1,14–18]. On the other hand, there are
very few studies that focus on longer GAG molecules in complexes with proteins. The
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reason for that is that there is no appropriate tool for the docking long GAGs to properly
account for their conformational space and periodicity. In the case of Autodock3, which
has been shown the most accurate tool for docking GAGs [19], there is a limitation of
32 torsional degrees of freedom for the docked molecule, which makes a docking for bigger
GAG molecules practically rigid. Dynamic molecular docking allows for flexible docking
of GAGs of arbitrary length, implementing targeted MD toward the a priori known binding
region on the protein surface [20]. However, in case there are several potential binding
regions or a binding region is too extensive and/or the ligand is particularly long, this
approach is computationally too expensive. The next approach designed to overcome this
issue of GAG length is a fragment-based method, in which trimeric GAGs are docked with
Autodock3 and further assembled into longer chains [21]. This method also has a potential
flaw since it may fail to properly dock when the GAG binding domain has some negatively
charged residues that restrict the search of favorable binding patches; thus, short GAG
probes cannot be docked near those residues, rendering the length of the assembled long
GAG chain limited. The RS-REMD (replica exchange molecular dynamics with repulsive
scaling) method [22,23] is not restricted by any of the above-mentioned limits. Moreover, it
has been proven that this method is appropriate to dock GAGs [24]. In RS-REMD, effective
pairwise radii are increased in different Hamiltonian replicas. In GAG–protein complexes,
very often, electrostatic interactions play a main role by establishing strong charge–charge
interactions and, therefore, limiting dissociation or any dramatic conformational changes
allowing for avoiding binding in a local minimum. Increasing pairwise van der Waals radii
as it is done in RS-REMD (while not affecting other types of interactions for the system)
can be helpful to overcome this challenge. In this way, the mentioned method allows
for a robust and extensive search for the proper binding poses on the complete protein
surface, allowing, at the same time, for full flexibility of the docked molecule and the
receptor side chains. In this study, a 24-mer and a 48-mer of heparin (HP) were docked to
two complexes of a proliferation-inducing ligand (APRIL) protein and its receptors—the
transmembrane activator and calcium modulator and cyclophilin ligand interactor (TACI)
and the B cell maturation antigen (BCMA). APRIL is a member of the TNF superfamily [25]
that was shown to bind GAGs (chondroitin sulfate and heparan sulfate) [13,26–28]. Such
binding is thought to mediate APRIL’s oligomerization and, therefore, enable its role in cell
signaling [29]. The GAG binding region on APRIL’s surface is located near the N-terminus
of the protein alongside a stretch of positively charged lysine residues [13]. Additionally, it
was reported that the C-terminus spatially close to the N-terminus, together with several
arginine residues on the side of the protein, also contribute to GAG binding [13]. While
this binding of GAGs to APRIL is believed to be a facilitation agent for its binding to
receptors, BCMA and TACI [30,31], it has been shown that BCMA does not bind to HSPG
(heparan sulfate proteoglycan) [32,33]. On the other hand, GAG binding to TACI is a little
controversial. Few studies report that TACI interacts with proteoglycan [32–34]. However,
some studies claim no binding of TACI to HSPG [35] or find it unlikely [13].

The docking of such long GAGs in a biologically relevant system has been performed
for the first time to our knowledge. In this work, we analyzed the data obtained with RS-
REMD for APRIL–BCMA/TACI–HP complexes and compared the docking performance
and predictive power of this method to the ones of the conventional molecular docking
method (Autodock3). Our results contribute to the general knowledge about GAG-specific
computational approaches.

2. Materials and Methods
2.1. Structures

Protein structures. Following X-ray experimental structures from PDB were used in
this work: 1XU2 (the crystal structure of APRIL bound to BCMA) and 1XU1 (the crystal
structure of APRIL bound to TACI) [36].

GAG structures. HP dp24 and dp48—dp stands for the degree of polymerization—
were constructed from building blocks of the sulfated GAG monomeric units’ libraries [37]
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compatible with AMBER16 package based on the experimental structure of HP (PDB ID:
1HPN). The GLYCAM06 force field [38] and the literature data for the sulfate groups [39]
were the sources of GAGs’ charges.

2.2. Molecular Docking

Autodock3 was used as a standard docking tool, as it has been previously described
to yield the best results for GAG–protein complexes [19,40]. Entire protein was covered
using a maximum gridbox size (126 Å × 126 Å × 126 Å) with a 0.853 Å grid step. The
size of 300 for the initial population and 105 generations for termination conditions were
chosen. One thousand independent runs with the Lamarckian genetic algorithm were used.
In total, 9995 × 105 energy evaluations were performed. DBSCAN algorithm [41] was used
for clustering. RMSatd metric was used for clustering, which accounts for the equivalence
of the atoms of the same atomic type. This metric was reported to be more appropriate for
GAG docking than classical RMSD for periodic ligands [20].

RS-REMD (replica exchange with repulsive scaling) [22] was used as an effective
docking alternative to Autodock3 [24]. The ff14SBonlysc force field parameters [42] for
protein and the GLYCAM06 [38] for GAGs were used, respectively. Every step of the
docking simulation was followed, as described in detail in the work of Maszota et al. [24],
and all the parameters were used as described there.

2.3. Molecular Dynamics

All the MD simulations of the complexes obtained by Autodock3 docking were per-
formed in AMBER16 package [43]. TIP3P truncated octahedron water box with a distance
of 8 Å from the solute to the box’s border was used to solvate complexes. Na+ counterions
were used to neutralize the charge of the system. Energy minimization was performed
preceding the production MD runs. 500 steepest descent cycles and 103 conjugate gradient
cycles with 100 kcal/mol/Å2 harmonic force restraint on solute atoms were performed.
It was followed by 3 × 103 steepest descent cycles and 3 × 103 conjugate gradient cycles
without any restraints and continued with heating up the system to 300 K for 10 ps with
harmonic force restraints of 100 kcal/mol/Å2 on solute atoms. Then, the system was
equilibrated at 300 K and 105 Pa in an isothermal, isobaric ensemble for 500 ps. The actual
MD runs were carried out using the same isothermal, isobaric ensemble for 100 ns. The
timestep of 2 fs, the cut-off of 8 Å for electrostatics were used. Particle mesh Ewald method
for treating electrostatics [44] and SHAKE algorithm for all the covalent bonds containing
hydrogen atoms [45] were implemented in the MD simulations. Cpptraj module of AMBER
was used for the analysis of the trajectories. In particular, native contacts command with
default parameters was used for the analysis of the contacts between protein and GAG
molecules established in the course of the simulation.

2.4. Binding Free Energy Calculations

For the free energy and per residue energy decomposition calculations, the MM/GBSA
(molecular mechanics generalized born surface area) model igb = 2 [46] from AMBER16
was used on trajectories obtained from MD simulations. These energy values should be
rather understood as the enthalpy of binding rather than strictly defined binding free
energy and partially include the entropic contribution of the solvent. It was previously
shown that for the MM/PBSA (MM/GBSA) approach, entropy calculations would rather
increase the uncertainty of the calculated free energy values, in general [47], and for protein–
GAG systems, in particular [48]. LIE analysis with a dielectric constant of 80, performed by
CPPTRAJ scripts on the same frames as the MM/GBSA.

3. Results and Discussion
3.1. Docking Heparin dp24 to APRIL–BCMA and APRIL–TACI Complexes Using Autodock3

The internal limitation of Autodock3 allowed specification of only 32 torsional degrees
of freedom for the docked ligand as free to rotate, rendering flexible docking of longer
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(over dp6 or dp8) GAGs unfeasible. Due to this technical limitation of the software, in
the performed docking with Autodock3, the central part of the heparin molecules was
kept flexible, while the rest remained rigid. Only central 16 glycosidic linkages, each
described by two dihedral angles, were flexible, while other degrees of freedom were not
considered in the docking run. For these partially rigid docked molecules, we observed
some heparin-binding poses for which the overall oligosaccharide backbone geometry
did not look correct. Some of them seemed highly unlikely to occur from an energetic
standpoint, considering how spatially close the monosaccharide units with the same charge
were placed. After visual analysis of the top 50 docked solutions (in terms of energy
scores of Autodock3), we selected three and five ones for APRIL–BCMA and APRIL–TACI,
respectively, that looked particularly distorted. (Figures S1 and S2) This suggests that
the internal ligand conformations are not properly scored by Autodock3; otherwise, such
binding poses might not have been included within the energetically favorable ones. Since
it is known that Autodock3 can potentially generate glycosidic linkages with inappropriate
geometry [49], we checked if the global distortions of the docked HP chains could be
related to the locally distorted geometry of the glycosidic linkages (Figure S3). However,
all the glycosidic linkages obtained with Autodock3 were located in the same regions as
the glycosidic linkages for the unbound HP molecules from the microsecond-range MD
simulations, suggesting that the global distortion of long HP molecules in Autodock3
are independent of the local glycosidic linkage geometry that is correct in the analyzed
cases. Therefore, the unexpected overall geometries of long HP ligands are originated from
another Autodock3 feature.

The best five poses in terms of energy (as scored by Autodock3) were further ana-
lyzed with the MD approach for both complexes. (Figure 1) These solutions were highly
heterogeneous, though they all were partially located at the GAG binding site on the
APRIL molecule, similar to our previous findings obtained in the absence of BMCA/TACI
receptors [13]. This suggests that a long GAG would first bind the APRIL molecule inde-
pendently of the presence of the receptors.
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The conformations of the heparin over the course of the MD runs starting from the
structures obtained by Autodock3 and expressed by RMSD shows from medium to high
values (9.1 ± 4.7 Å and 7.3 ± 1.9 Å for APRIL–BCMA and APRIL–TACI, respectively),
indicating that these starting conformations did not correspond to the structures favored
by the GLYCAM06 force field used in the MD (Table S1). When also taking into account
the movement of the GAG on the protein surface, the RMSD values were 15.5 ± 4.7 Å
and 11.7 ± 1.8 Å for APRIL–BCMA and APRIL–TACI complexes, respectively. It is worth
noting that the part of the HP that seems to be docked properly in the GAG binding
region of the APRIL protein remained stable (trapped in a minimum) during the MD
runs and, thus, did not significantly contribute to the high RMSD (Figure 2). Therefore,
lateral parts of the GAG molecule potentially have been docked wrongly, rendering intra-
and intermolecular interactions to be unfavorable and forcing GAG to search for a more
energetically convenient pose in the MD simulations. The rigidity of these parts could
practically be the reason for such an observation. The evolution of radius of gyration (Rgyr)
of the HP dp24 and the whole protein–HP complex, as well as RMSD of the HP molecule
(Figures S4 and S5, respectively), show that, except for one of the MD simulations of one
BCMA complex, both Rgyr and RMSD converge through the 100 ns of the MD simulation.

Binding free energy analysis using LIE yielded mean energy values of −102.2 ±
17.8 kcal/mol and −125.8 ± 13.4 kcal/mol for the APRIL–BCMA and APRIL–TACI systems,
respectively. There is an expected significant difference [13] in the absolute values between
the LIE data and the data obtained using MM/GBSA, which yielded more favorable
energies: −169.7 ± 34.3–244.9 ± 15.5 kcal/mol APRIL–BCMA and for APRIL–TACI,
respectively. These differences are expected to be higher in a case when the system is highly
charged since, within the MM/GBSA procedure, minimization is performed for all frames,
leading to overestimation of the binding strength of the complex. At the same time, the
LIE protocol should be optimized in terms of the dielectric constant for each particular
molecular system, which requires experimental data. Energies obtained with MM/GBSA
for the first and the last 10 ns were compared for both complexes. For the APRIL–BCMA
complex, they were −155.5 ± 22.5 kcal/mol at the start and −194.3 ± 33.9 kcal/mol at
the end of the runs, respectively. The data for the APRIL–TACI complex follows the
same trend: the corresponding energies were −217.3 ± 28.9 kcal/mol at the start and
−255.8 ± 38.0 kcal/mol at the end of the runs, respectively. A decrease in binding energy
by such a significant amount suggests that starting conformations were far from being
optimal. To sum up, Autodock3, when applied to long GAGs such as HP dp24, yields
many artifacts that are partially repaired in the followed MD step. However, even long
conventional MD simulations are not able to globally change the conformation of the
docked GAG within the practically accessible times.
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3.2. Docking Heparin dp24 and dp48 to APRIL–BCMA and APRIL–TACI Complexes
Using RS-REMD

RS-REMD simulations for HP dp24 and dp48 were performed for both APRIL–BCMA
and APRIL–TACE complexes, and the results were compared with the ones obtained from
Autodock3 described above. Afterward, a refinement procedure was carried out for the
docking poses obtained during the RS-REMD simulation, as was described in detail in our
previous work [24]. First, MM-GBSA analysis for the whole RS-REMD trajectories was
performed, then 10 docking poses with the lowest electrostatic energy were selected for the
refinement procedure, as this free energy component proved to perform better for scoring
in protein–GAG systems [24]. At the same time, 10 poses were also selected manually based
on the visual criteria that the HP lateral parts were directed toward the BCMA/TACI APRIL
receptors to determine if such structures could be energetically favorable in comparison to
other ones, which potentially could mean that HP molecules favourize the binding between
APRIL and its receptors. All starting structures are presented in Figure 3.
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There are no significant differences between the structures selected for the improvement
procedure based on the electrostatic energy value and those selected manually. In the case
of the HP dp24 ligand, the differences between the APRIL protein with BCMA and TACI
receptors are neither visible. In both cases, the ligand is docked at the top of the protein trimer
with its middle part, while the ends point toward the solution. In contrast, for the HP dp48
ligand, it can be observed that it still docks at the top of the protein for both APRIL–BCMA
and APRIL–TACI, but its ends, especially in the case of APRIL–TACI, are directed toward
the receptors. This means that RS-REMD predicts the potential binding of the long GAGs
not only to APRIL, which is by far the strongest, but also to the APRIL receptors.

To refine the contacts between the BCMA/TACI receptors and HP molecules in the
explicit solvent, 100 ns and 20 ns of the MD simulations were performed for dp24 and
dp48, respectively. The structures of the complexes obtained in the refinement procedure
are shown in Figure 4.
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It is clearly seen that for all the refined complexes, the distance between the HP ligands
and the protein has decreased. The per-frame evolution of HP RMSD and MM/GBSA
binding free energy is shown for representative APRIL-BCMA-HP dp24 and APRIL-TACI-
HP dp24 refinement MD simulations (Figure S6), where convergence is demonstrated. At
the same time, we would like to underline that the work did not aim to achieve proper
convergence of the simulations but to obtain an ensemble of docked binding poses using the
RS-REMD methodology and to compare its prediction power with the one of Autodock3.
The obtained binding poses can be further analyzed by applying longer MD simulations
depending on the scientific goal in a particular study, in which an RS-REMD docking
scheme is applied as the first step to obtain a starting complex between a protein and a long
GAG. For the HP dp24 complexes, no contacts with the BCMA receptor can be observed,
while they are visible for the APRIL-TACI-HP dp24 complex. Similarly, the contacts in
complexes between APRIL–BCMA/TACI–HP dp48 have been improved. Again, contacts
between the HP ligand and the TACI receptor are more frequent than in the case of BCMA.

Contacts evolution for Autodock3-docked and RS-REMD (after the refinement)-
docked HP dp24 was compared (Figures S7 and S8). In both procedures, there were
more contacts observed in the case of TACI complexes, while the number of contacts does
not differ essentially for the Autodock3 and RS-REMD MD simulations. For Autodock3,
there are already existing contacts (initial contacts), while due to the nature of the RS-REMD
procedure [24], there are barely any initial contacts prior to the refinement.

Furthermore, we analyzed the dependence of the calculated binding energies obtained
by Autodock3-based and RS-REMD approaches on the angle defined by the terminal
(the first) monosaccharide unit of HP-central atom of the HP chain-the middle of the HP
molecule-the terminal (the last) monosaccharide unit of HP (Figure S9). For both BCMA
and TACI complexes, Autodock3 results show a less pronounced preference of the binding
energies for the lower angle values, meaning that the bending of the GAG around the
ARPIL–receptor complex is less favored than in the case of the RS-REMD procedure.

To discover which of the analyzed complexes have the most favorable energy, as well
as which receptor amino acid residues are responsible for binding HP, MM-GBSA binding
and per residue decomposition analysis were performed. The results of the MM-GBSA
analysis are shown in Figure 5, Table S2. For all analyzed complexes, the free energy of
binding is more favorable for HP dp48 than for HP dp24, suggesting that despite the
core binding site on the top of the APRIL–receptor complexes, the elongation of a GAG
essentially strengthens the binding. Significant differences in ∆G value are noticeable for
APRIL-BCMA-HP and APRIL-TACI-HP complexes. The mean free energy of binding for
the APRIL–BCMA complexes is about 25% less favorable than for the APRIL-TACI-HP
complexes. We observed the same trend when GAGs were docked with Autodock3. It is
worth noting that for the APRIL-BCMA-HP complexes, there are noticeable differences
between the energies of the structures selected on the basis of the RS-REMD electrostatic
energy value and those selected manually. However, in the case of APRIL-TACI-HP, the
differences are practically imperceptible.

Next, per residue decomposition was performed allowingto identify the most ener-
getically favorable BCMA/TACI amino acid residues involved in the formation of the
complexes. The amino acid residues with the decomposed binding free energies below
−1.5 kcal/mol are listed in Table S3.

The number of the BCMA/TACI amino acid residues involved in complex formation
with HP increased with the increasing ligand length. This is due to the possibility of
contacts between HP dp48 and several receptor monomers simultaneously, while HP
dp24 is too short to be able to interact with several receptors at once. Free energy values
decrease with ligand length for both APRIL–BCMA and APRIL–TACI proteins. Importantly,
the free energy values take lower values for APRIL–TACI than for APRIL–BCMA: the
lowest and the average values for APRIL-BCMA-HP dp24, APRIL-TACI-HP dp24, APRIL-
BCMA-HP dp48, and APRIL-TACI-HP dp48 are −2.2 kcal/mol and −1.9 ± 0.2 kcal/mol,
−3.8 kcal/mol and −2.1 ± 0.6 kcal/mol, −3.1 kcal/mol and −2.9 ± 0.2 kcal/mol, and
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−11.8 kcal/mol and −4.3 ± 2.0 kcal/mol, respectively. All these results suggest that in
the case when a long GAG molecule is indeed able to bind simultaneously to both APRIL
and its receptors, this would strengthen the interactions in an APRIL–receptor complex.
Such an effect would be more pronounced in the case of TACI binding to APRIL. This is
in agreement with our previous simulations indicating that TACI is more prone to bind
GAGs than BCMA [13].
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4. Conclusions

Long (dp24 and dp48) heparin molecules were successfully docked to the binding site
of the APRIL–BCMA and APRIL–TACI complexes. In the case of the APRIL–TACI complex
with heparin, we observed stronger binding than in the APRIL–BCMA complex. In all
cases, the GAG is first bound to the APRIL GAG binding site, while secondary interactions
are established with the receptors. It is puzzling, however, how TACI, especially remotely
located from a GAG in the case of the HP dp24, could substantially impact GAG binding by
the APRIL protein. Probably this is due to the long-range electrostatics effect occurring in
this highly charged system. At the same time, multiple studies find no or, rather, unlikely
binding of GAGs to TACI [13,35]. We conclude that the TACI–GAG interaction could
be amplified by TACI’s binding to APRIL, while this interaction was not detected in the
absence of APRIL. In this study, RS-REMD showed clear superiority over Autodock3 in the
case of docking quality for such long molecules. First of all, it is almost unfeasible to dock
dp48 GAGs properly with Autodock3, while docking dp24 experiences essential challenges.
However, we have to admit that despite some geometrically inappropriate docking poses
in the case of Autodock3 when applied for HP dp24, most of the docking structures were
not distorted. Nonetheless, they showed higher instability of the HP binding poses in the
course of the MD simulations than in the case of RS-REMD, suggesting worse sampling
during the docking by Autodock3. Considering the fact that RS-REMD yielded better
results without the need for more computational resources for a representative protein–
GAG dataset [24], we strongly believe that this method is far more superior in the case of
docking long GAG molecules.
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Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/biom11091349/s1, Table S1: RMSD values from the performed MD runs. RMS-GAG
means RMSD of the GAG molecule in respect to its starting pose, when RMS-GAG-PROTEIN
additionally include GAG position in respect to protein, Table S2: MM-GBSA analysis for the APRIL-
BCMA/TACI-HP MD simulations, Table S3: MM-GBSA per residue decomposition analysis for the
APRIL-BCMA/TACI-HP MD simulations. The residues belonging to BMCA/TACI molecules are
only listed. The letter after the residue corresponds to the monomeric unit within the trimer, Figure
S1: Five docked posed selected out of top 50 (in terms of energy evaluation with Autodock3) that
were distorted in terms of the global heparin geometry for APRIL-BCMA complex (heparin in licorice
representation, cyan colour; APRIL and BCMA in cartoon representation, yellow colour), Figure
S2: Five docked posed selected out of top 50 (in terms of energy evaluation with Autodock3) that
were distorted in terms of the global heparin geometry for APRIL-TACI complex (heparin in licorice
representation, cyan colour; APRIL and TACI in cartoon representation, yellow colour), Figure S3:
Glycosidic linkage heatmaps for HP ϕ and ψ dihedral angles defined as O5n+1-C1n+1-O4n-C4n
and C1n+1-O4n-C4n-C4n where n stands for sequential number of a sugar monomeric unit, the data
are obtained from 5 µs MD simulation for the unbound HP dp10. The data for glycosidic linkages
of each type (GlcNS(6S)-IdoA(2S) in A and GlcNS(6S)-IdoA(2S) in B) are averaged. The data for
glycosidic linkages for one of the distorted poses of HP dp24 docked to APRIL/BCMA obtained
with Autodock3 are in magenta points, Figure S4: APRIL-BCMA-HP dp24 (left panel) and APRIL-
TACI-HP dp24 (right panel) per frame Rgyr analysis, Figure S5: APRIL-BCMA-HP dp24 (left panel)
and APRIL-TACI-HP dp24 (right panel) per frame RMSD analysis, Figure S6: Per frame evolution of
HP MM/GBSA binding free energy and RMSD for two representative APRIL-BCMA-HP dp24 (left
panel) and APRIL-TACI-HP dp24 (right panel) RS-REMD refinement MD simulations corresponding
to the lowest free energy values, Figure S7: AD3-predicted APRIL-BCMA-HP dp24 (left panel)
and APRIL-TACI-HP dp24 (right panel) contact number analysis, Figure S8: RS-REMD-predicted
APRIL-BCMA-HP dp24 (left panel) and APRIL-TACI-HP dp24 (right panel) contact number analysis,
Figure S9: MM/GBSA free binding energy dependence on the angle defined by the terminal (the
first) monosaccharide unit of HP-central atom of the HP chain-the terminal (the last) monosaccharide
unit of HP obtained by AD3 and RS-REMD approaches for APRIL-BCMA-HP dp24 (left panel) and
APRIL-TACI-HP dp24 (right panel) complexes.
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ABSTRACT: In computational studies of glycosaminoglycans
(GAGs), a group of anionic, periodic linear polysaccharides, so
far there has been very little discussion about the role of solvent
models in the molecular dynamics simulations of these molecules.
Predominantly, the TIP3P water model is commonly used as one
of the most popular explicit water models in general. However,
there are numerous alternative explicit and implicit water models
that are neglected in the computational research of GAGs. Since
solvent-mediated interactions are particularly important for GAG
dynamic and structural properties, it would be of great interest for
the GAG community to establish the solvent model that is suited
the best in terms of the quality of theoretically obtained GAG
parameters and, at the same time, would be reasonably demanding in terms of computational resources required. In this study,
heparin (HP) was simulated using five implicit and six explicit solvent models with the aim to find out how different solvent models
influence HP’s molecular descriptors in the molecular dynamics simulations. Here, we initiate the search for the most appropriate
solvent representation for GAG systems and we hope to encourage other groups to contribute to this highly relevant subject.

■ INTRODUCTION
Glycosaminoglycans (GAGs) are a group of anionic poly-
saccharides that are built of repeating disaccharide units.1 They
are long periodic linear sulfated and highly charged polymers
that exhibit different sulfation patterns, which may alter their
binding and functional properties as well as conformational
characteristics.2,3 There are six groups of mammalian GAGs:
heparan sulfate (HS), heparin (HP), hyaluronic acid (HA),
chondroitin sulfate (CS), dermatan sulfate (DS), and keratan
sulfate (KS). Depending on the arrangement of the disaccharide
units in those molecules, they may display 408 variants,1 of
which 202 can be found in mammals.4,5 Their diversity
contributes to the multifunctional role they play in the
extracellular matrix of the cell affecting different types of
processes such as cell signaling,6 cardiovascular diseases,7 cell
maturation,8 tissue regeneration,9,10 proliferation,11 inflamma-
tory response,12 infection,6,13 and diseases such as Alzheimer’s
and Parkinson’s diseases14 or cancer development.15,16 It has
been shown recently that GAGs also play a crucial role in the
Sars-Cov-2 viral infection mechanism.17−20 All of these
mentioned processes are affected directly by GAG intermo-
lecular interactions with proteins: chemokines,21−23 growth
factors,24−26 morphogenes,27 membrane receptors integrins,28

and lipoproteins.29 The majority of these interactions are driven
by electrostatics and are nonspecific,30,31 while some of them, in
contrast, can be highly specific32 or selective.33 The properties of
the GAGs make it extremely challenging to study them using
computational tools.34 Additionally, despite some of the recent

advances in the field of GAG docking,35−40 it still lags behind the
abundance of approaches designed for small drug molecules.
Although at the moment, there are even several web servers that
could be used for GAG docking,41−43 they do not perform as
well as some conventional docking software (e.g., DOCK and
Autodock3) for the highly heterogeneous data set of protein−
GAG complexes.44

Most of the molecular dynamics (MD)-related studies on
GAGs are conducted using the TIP3P water model as it is widely
accepted in the GAG field and proven to be working well in the
protein−GAG systems,36,45−48 as well as in MD studies of
diverse biomolecular systems in general. The basic reason for the
wide use of the TIP3P and other three-site water models is their
low computational cost compared to four- and five-site solvent
models. Implicit water models are used less frequently, especially
nowadays when researchers have easier access to high-
performance computing facilities than before. However, due to
the lower computational costs of implicit solvent, this type of
water model is still utilized when computational resources and
time are limited or the size of the studied system is particularly
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big. Regarding the impact of the solvent type in computational
science, some studies show that explicit solvent can improve the
general quality of docking and MD simulations,36,49−53 while
there is an evidence that GBmodels do not reproduce secondary
structures of de novo designed peptides.54 To this day, there has
been no exhaustive comparative study conducted on water
models that supposes to answer the question which one has
advantages to be used in systems involving GAG molecules.
Previously, to our knowledge, there was one attempt to compare
HP properties in the MD simulations with SPC and SPC/E
water models.55 However, this study was conducted in
GROMACS as opposed to AMBER used in this work with
GLYCAM06.56 Additionally, the simulations were only 3 ns
long, which is not enough to observe major conformational
changes and which is far shorter than the state-of-the-art MD
simulation length established standards nowadays. While there
has been a general opinion based on common sense and studies
not involving GAGs57,58 that it would be beneficial to use a more
advanced water model than three-site TIP3P, e.g., TIP4P or
TIP5P, there are no data on the use of different water models
and thus no evidence which and if other model should be
commonly used. This discussion is of immense importance due
to the fact that in the available experimental structures half of the
protein−GAG residue contacts are mediated by water and that
there are about 10 times more water molecules in the protein−
GAG interfaces than in the protein−protein interfaces.59 Thus,
it is necessary to accurately model water-mediated interactions
in protein−GAG complexes, especially taking into account the
importance of the electrostatic interactions involved there.49 In
fact, it was shown that interactions between proteins and GAGs
can be stabilized by solvent molecules functioning as structured
water in those complexes.33,60−63 It was also reported that the
effect of the dynamical behavior of the solvent surrounding
GAGs on the conformation of the saccharides is of great
relevance.64−66 Taking all of this information into account, it
would be beneficial for the computational GAG community to
study the influence of the water models on the GAG behavior in
the MD simulation.

In this work, we aim to evaluate the properties of the HP in
different implicit and explicit water models to find out which of
them are best suited for the MD simulation of GAG molecules.
For this, 5 μs MD simulations were performed involving dp10
(dp stays for the degree of polymerization) HP molecule with
the following water models: implicit IGB = 1,67 2,68 5,69 7,70 and
8,71 and explicit TIP3P,72,73 SPC/E,74 TIP4P,72 TIP4PEw,75

OPC,57 and TIP5P.76 Additionally, five 200 ns MD simulations
were performed for each of the setups as a consistency check for
the convergence of the analyzed parameters. Using the obtained
trajectories, HP properties such as end-to-end distance (EED),
volume, radius of gyration, ring puckering, intramolecular
hydrogen bonds, and dihedral angles were analyzed.

■ MATERIALS AND METHODS
Heparin Structure and Parameterization for the MD

Simulations. The initial structure of the HP dp10 used in this
study was obtained from the Protein Data Bank,77 1HPN
structure.78 Literature data for the sulfate group charges79 and
GLYCAM0656 force field parameters were used. 1C4 con-
formation for the IdoA2S ring was chosen as it was shown to be
the essentially dominant conformation in the microsecond scale
simulations performed by Sattelle et al. as it is energetically more
favorable than the 2SO conformation.80 Additionally, another
study conducted by Bojarski et al. claims that the IdoA2S 1C4

pucker conformation reproduces a more probable and extended
HP structure than the 2SO conformation.81 The same study
indicates that 1C4 is the preferable conformation and that when
starting from the 2SO conformation, it changes to the 1C4 one
during the long MD simulation. Moreover, NMR studies also
find that IdoA2S 1C4 conformation in HP oligosaccharides is
dominant.82,83 Additionally, it was reported that HP’s IdoA2S
ring conformation has little impact on other properties (such as
radius of gyration and end-to-end distance) of the HP
molecule.84

Water Models. All of the parameters for the water models
used in this work are taken from Amber16 and recommended
mbondi were used for each particular model. The models used
were implicit IGB = 1, 2, 5, 7, 8 and explicit TIP3P, SPC/E,
TIP4P, TIP4PEw, OPC, and TIP5P. Graphical representation
and the details of the solvent models used in this study are
presented in Figure S1.
MD Simulations. MD simulations have been carried out in

the AMBER package.85 HP decasaccharide was solvated in an
octahedral periodic box with a minimum distance between
solute and box edge of 8.0 Å and neutralized with counterions
(Na+) in the case of the explicit solvent simulations. No
“saltcon” option was used in the implicit solvent simulations.
Two energy minimization steps were carried out (first 1.5 × 103

steepest descent cycles and 103 conjugate gradient cycles with
harmonic force restraints on solute atoms, followed by 6 × 103

steepest descent cycles and 3 × 103 conjugate gradient cycles
without restraints) for the explicit solvent simulations, while
only the second minimization step was performed for the
implicit solvent simulations. Subsequently, the system was
heated up to 300 K for 10 ps with harmonic force restraints of
100 kcal mol−1 Å−2 on solute atoms, and equilibration for 50 ps
at 300 K and 105 Pa in the isothermal isobaric ensemble (NPT)
for the explicit solvent simulation. A productiveMD runwas also
carried out in an NPT ensemble in the explicit solvent
simulations. The SHAKE algorithm, 2 fs time integration step,
8 Å cutoff for nonbonded interactions, and the particle mesh
Ewald method were used.
Molecular Mechanics Generalized Born Surface Area

(MM/GBSA) Analysis.Molecular mechanics generalized Born
surface area (MM/GBSA) model IGB = 2 from AMBER16 was
used for free energy calculations on the trajectories obtained
from MD simulations in the case of the explicit water models.
For the implicit water models, IGB values were chosen
according to the model used in MD (e.g., IGB = 1 for IGB =
1 water model).88

Heparin’s Properties. The radius of gyration, end-to-end
distance (EED), hydrogen bonds, ring puckers, and dihedral
angles were obtained using cpptraj scripts from the AMBER
suite. The volume of the HP molecule (similar to the work of
Nagarajan et al.89) was calculated using an in-house script. For
this, we extracted the molecule’s coordinates from each frame of
the trajectory, and afterward, the volume was assessed using
mvee_REX (minimum-volume enclosing ellipsoid) from the
OptimalDesign library in the R.90

The dihedral angles for glycosidic linkage analysis were
defined as O5n+ 1−C1n+ 1−O4n−C4n and C1n+ 1−O4n−C4n−
C3n, where n stands for the sequential number of a sugar
monomeric unit. The dihedral angles for the ring puckering were
defined as C1n−C2n−C3n−C4n and C1n−O5n−C5n−C4n.
AMBER’s atom and residue numbering and nomenclature are
used for the glycosidic linkage and ring puckering definitions.
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Visual representation of the dihedral angles (glycosidic linkages
and puckering) is shown in Figure S2.

■ RESULTS
In order to observe changes in HP properties depending on the
used water model, we performed 5 μs MD simulations for all of
the investigated models. Then, additionally, we supplemented
the data with shorter (five 200 ns for each model) simulations in
order to check the consistency of the results and to assure the
reproducibility of those simulations. Those relatively short
simulations should allow us to compare HP conformational
changes between different timescales.

HP behaved drastically differently in implicit and explicit
water models. Naturally, there was a significant contrast between
particular implicit and explicit water models, but those changes
were less significant than when comparing GB implicit models
with the explicit models (Tables 1, S1, and S2). The obtained
data were compared to the experimental findings of Mulloy et
al.,78 Khan et al.,86 and Pavlov et al.87

Overall end-to-end distances (Figure 1) that were observed
during 5 μs are about 2 times bigger and follow unimodal
distribution in implicit models. This suggests notably more
extended structures in implicit water, especially in IGB = 8. On
the contrary, the most curved HP structures were observed in
the TIP3P model simulation. Additionally, we observed some
drastic and sudden conformational changes in the case of the
IGB = 7 model where HP changed the conformation from the
extended structure to an “O”-shaped structure (Figure S3) for
about 1 μs and then returned back to the extended
conformation. This model is known to be not suited for nucleic
acids85 because Coulomb field approximation (CFA) to define
the integral used to calculate effective radii could lead to
numerical errors.70 We suppose that for HP, which is also highly
negatively charged, the reason for the obtained dramatic
unnatural structural deformation could be the same.

TIP5P and OPC allowed for the most extended HP structure
among the explicit solvent models, which was the closest to the
experimental data (41 Å) from the1HPNPDB structure.

Additionally obtained data set was confronted with different
experimentally measured EEDs.86,87 These EED values are
gathered in Table S3. They show that higher curvature was
observed only in some of the longer (>dp30) HP molecules.
However, when normalized per dp10 (as the length of the HP
molecule investigated in this work), the lowest EED was 27.6 Å
and the next lowest was 32.3 Å. This is still far away from the
values obtained in the TIP3P (16.1 ± 6.4) water model and
comparable with the values of HP in the OPC (28.4 ± 4.5 Å)
and TIP5P (26.1 ± 4.7 Å) models.

As expected, for themore extendedHP structure, the radius of
gyration (Table 1 and Figure S4) was higher in GB models,
especially in IGB = 5 and 8. The lowest radius of gyration was
observed in TIP3P (8.8 Å) water, which is also in agreement
with end-to-end distance data. Stand-out explicit water models
were OPC (12.4 Å) and TIP5P (11.6 Å) where the radius of
gyration of HP was closer to the range of values observed in
implicit water models rather than in other explicit ones, which is
more in agreement with the findings of Mulloy et al.78 (12.8 Å)
and Khan et al. (15.3 Å when normalized for dp10 − 18.3 Å for
dp12).86

Next, RMSD to the starting point of the MD, which at the
same time is the RMSD to the experimental structure since this
structure was used as the starting point of the MD runs, was
compared. Much higher RMSD (Table 1) was observed in T
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Figure 1. continued
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explicit water models than implicit models when compared to
the experimental structure (1HPN),78 suggesting essentially
higher conformational diversity of HP in the former ones. The
lowest RMSD was observed in IGB = 5 and IGB = 1 while the
highest in TIP3P and TIP4PEw. Again, OPC and TIP5P
showed values within the range of those of implicit models
rather than within other explicit ones. In those two models, the
smallest deviation of the HP structure from the crystal structure
was observed among explicit solvent models.

Atomic fluctuations (Table 1) followed a similar trend of the
RMSD changes. Again, we observed high values in the case of
the TIP4PEwmodel. However, the difference to the RMSD data
here is that in the case of the TIP3P model, values were medium
within the explicit models. In the case of implicit models, lowest
fluctuations were observed in IGB = 1, 2, and 5.

Additionally, we measured the volume of HP (Table 1 and
Figure S5). This volume is defined as a space occupied by the
molecule’s atoms and can be used to detect substantial shape/
conformational changes of GAG in the MD simulations.89 It
may be partially dependent on the end-to-end distance and
radius of gyration�smaller end-to-end distance and radius of
gyration may in some cases mean smaller volume as the
molecule in this case is more compact. Details on the way of
calculating HP volume are disclosed in the Materials and
Methods section. The smallest volume was observed in the case
of TIP3P and TIP4P. In the group of explicit water models, HP
occupied the largest volume in OPC and TIP5P models and

those values were similar to the values observed in the implicit
water models. The highest occupied volume was observed in the
IGB = 5 water model. However, none of the water models used
in this study managed to reproduce experimental findings
observed in the1HPNstructure with high accuracy.

As a next step in the analysis, intramolecular hydrogen bonds
were analyzed (Figure 2). In cases when we observed more
extended HP structures (GB models and TIP5P), the hydrogen
bonds were mostly formed between the atoms belonging to the
same residue. However, in the MD runs, when more
conformational changes occurred, hydrogen bonds established
between atoms in different residues are more often observed. In
the case of TIP3P and TIP4P hydrogen bonds between the first
and the last GAG residues are formed which indicates a
significant amount of the “U”-shaped (Figure S3) HP
conformational population during MD simulations, which
deviates from the structures observed experimentally. Such
conformations are unlikely to occur due to the highly charged
nature of the HP molecule, which would rather exclude close
proximity of its negatively charged chemical groups in the space.
Potentially, such contacts are established in the MD simulation
with the TIP3P solvent due to its electrostatic properties
allowing for the clustering of counterions that bridge the
negatively charged HP groups, which to such an extent was not
the case for other, more complex, explicit solvent models
(TIP5P and OPC). This phenomenon partially could be
explained by similar findings obtained by Pluharǒva ́ et al.,91

Figure 1. End-to-end distances in the course of 5 μs MD simulations showing differences in HP behavior in different water models. More packed
structures can be observed in explicit water models.

Figure 2. Intramolecular hydrogen bonds established between atoms belonging to the residues in HP (the residue numbers are indicated in both axis
labels). More interactions between atoms within the same residue observed in implicit solvent models correspond to the extended conformation. For
the explicit solvent models, interactions between different residues can be observed more often suggesting more packed conformations. Dark blue
indicates more contacts between residues, light blue shows fewer hydrogen bonds formed, while white space indicates no contacts.
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where Li2S04 were clustered and closely packed in the explicit
solvent (SPC/E model). The observed artifact was caused by
strong electrostatic interactions.

Furthermore, φ and ψ dihedral angles for the glycosidic
linkages of HP were analyzed (Figures 3 and S6). The heatmaps
were obtained by summing up all GlcNS6S-IdoA2S and
IdoA2S-GlcNS6S glycosidic linkage-type populations for each
of the water models tested. In the case of the widely used TIP3P
water, we observe two minima for the GlcN6S-IdoA2S linkage
(first φ ∼ −80° and ψ − 50° and second φ ∼ −80° and ψ −
100°) that match experimental/theoretical data80 and the
computational findings of Bojarski et al.81 where HP was
simulated for 10 μs in complex with a protein. The same applies
for the IdoA2S-GlcN6S linkage where we observe a single
minimum (φ ∼ 80° and ψ ∼ 100°). For other water models
(Figure S6), similar patterns on the heatmaps are observed.
However, IGB = 7 data look very concerning as we observe a
multiplicity of the various minima that are not present in any of
the data known to us (experimental or theoretical). Similar to
the work of Holmes et al.92 performed for heparan sulfate
oligosaccharides, we could see that the first GlcN6S-IdoA2S
glycosidic linkage minimum (φ ∼ −80° and ψ ∼ −50°)
corresponds to the increased curvature of HP, and it is much
more pronounced for the explicit solvent where more curved
structures are observed. This minimum is barely visible in the
heatmaps of the glycosidic linkages in the implicit solvent. The
secondminimum (φ ∼ −80° and ψ ∼ 100°), which corresponds
to the more extended structure, has more favorable energies for
the linkages in the implicit solvents. Additionally, for the explicit
solvent, this secondminimum has more favorable energies in the
case of OPC and TIP5P models, and those are the two explicit
models where essentially less curvature is observed.

Ring puckering was analyzed to check the effects of a water
model that was used on the ring puckering conformations in HP
(Tables S4 and S5). In the explicit water environment for the
GlcNS6S rings, almost exclusively 4C1 conformation was
observed. The exception were the terminal rings of the GlcNS6S
HP unit where some population (up to 13% of the frames) of the
1C4 conformation was observed. In case of IdoA2S, the 1C4
conformation was dominant. However, a significant amount of
the frames with the 4C1 ring conformation could be observed
(up to 74% in case of the first IdoA2S ring in the TIP3P water
model) at the ends of the HPmolecule (it is a known issue of the
used force field that may cause disruption of the ring
conformation at termini of the HP molecule, especially for

IdoA derivatives). Very rarely (0−2%), 2S0 conformation was
present. In the implicit water model, all HP rings independently
of their type almost exclusively adopted 4C1 conformation. The
exception are IdoA2S residues at the nonreducing end of the HP
where 80−100% of the conformations were 1C4. Another
exception is IGB = 1 where 30−100% of the IdoA2S have proper
1C4 conformation. These data show HP revealing appropriate
ring conformations in the explicit solvent (with the exception of
the terminal saccharide units of the HP molecule), while in the
majority of the implicit water models, they do not reproduce
experimental data as all of the IdoA2S ring conformations are
disrupted.

End-to-end distance, the radius of gyration, and volume of HP
suggest in general more packed structures in the explicit water
models. One of the possible reasons for this is the presence of
Na+ counterions in explicit solvent MD simulations, while these
ions are missing in the implicit solvent simulations. In fact, when
checked the position of the Na+ ions, majority of them were
observed in the direct proximity of HP (Figure S3). We suppose
that the presence of the ions may favorize the curvature of HP
due to Na+ interactions with sulfate groups. It was previously
reported that ions could stabilize/favor curved structure of other
GAGs.92,93

To look for the potential changes at a shorter timescale of the
MD simulation and to check for the consistency of the
calculations, five repeats of the 200 ns MD runs for each of
the tested water models were performed. Although overall
results were similar (Figures S5 and S6 and Table S1), some
differences were observed for the analyzed descriptors in the
shorterMD runs. In the case of implicit water models, there were
almost no differences between those five 200 ns simulations and
5 μs MD. One exception was IGB = 7 where in some cases we
observed unusual behavior of HP that led to the crash of theMD
run. The major differences were found for the explicit models.
This is due to the fact that the structural features described�
stronger curvature, lower volume, and end-to-end distance�
were visible after hundreds of ns or even few μs of the MD run.
This is the reason why in the shorter simulations in general more
extended HP structures were present in comparison to the long
MD. In the past, most of the computational studies regarding
GAGs were conducted in a shorter timescale. Nowadays, with
the availability of stronger computational resources, more
advanced longer simulations become common. Before, changes
in the long-scale simulations could have been overlooked as they
were very rarely investigated. Therefore, it is necessary to put

Figure 3.GlcNS6S-IdoA2S and IdoA2S-GlcNS6S glycosidic linkage free energy heatmaps for the TIP3P case. (Glycosidic linkages of theHPmolecule
in other water models are shown in Figure S4).
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more emphasis on the behavior of the HP in a longer timescale.
In this case, TIP3P may not be the best solvent model as after
hundreds of nanoseconds, some of the HP properties changed
dramatically and did not anymore agree with the experiment.

Additionally, MM/GBSA was applied to investigate the
energetic properties of the HP molecule in the surrounding of
different water solvent types (Table 2). Most of the HP−water
complexes showed energies around −1000 kcal/mol. However,
there were some outliers: the highest energies were found in
TIP3P (−940 kcal/mol) and TIP4P (−916 kcal/mol) environ-
ment, while we observed suspiciously low energies with the IGB
= 8 model (−1581 kcal/mol). What is worth mentioning is the
fact that obtained energies are in agreement with other
observations. In most of the GB models, we observe low
variation in the molecular descriptors of HP/small conforma-
tional changes during MD simulations, while the corresponding
energies do not change much with time�they are the same in
shorter 200 ns simulations as in long 5 μs simulation for a
respective water model. In the case of several explicit water
models where the conformational changes were observed the
energies are higher in a 5 μsMD than in 200 ns ones where those
changes did not yet occur. This is the case with TIP3P (−940 vs
−1006 kcal/mol), SPC/E (−971 vs −1006 kcal/mol), TIP4P
(−916 vs −988 kcal/mol), and TIP4PEw (−954 vs −988 kcal/
mol). This could suggest that the extended conformation is a
major one for both implicit and explicit solvent models. What is
important in the case of explicit water models is that energy
changes between 200 ns and 5 μsMD in theOPC andTIP5P are
the smallest. This again suggests that those two models are able
to maintain more proper structural conformation in a longer
timescale.

To sum up, both the local (dihedral angles, puckering) and
the global (volume, end-to-end distance, fluctuations, radius of
gyration) structural properties of HP in different water models
are properly maintained only by TIP5P and OPC models in a
longer timescale. Other explicit solvent models allow for proper
modeling of the local parameters; however, they failed to
maintain global features, which were reflected in the curved/
kinked structure of the HP. On the other hand, implicit solvent
models tend to preserve properly global parameters of the HP,
but they fail to maintain local structural properties.
Comparison of Solvent Models in the Analysis of

Hyaluronic Acid and Chondroitin Sulfate. Additionally, we
checked the influence of TIP3P, OPC, and TIP5P water models
on MD-derived parameters of hyaluronic acid (HA) and
chondroitin sulfate 4 (CS-4). HA and CS-4 have lower charge
than heparin; thus, the influence of the solvent model could be
expected to be less significant. Considering that the unusual
behavior of HP in three-site models could be caused by the fact
that electrostatics, which is the driving force in GAGs’
interactions with other molecules, between GAG molecule
and ionsmay not be properly represented. In fact, the differences
observed for TIP3P and OPC/TIP5P models in the case of
GAGs with lower net charge are not significant (Table 3).
Future Perspective for the Use of Water Models in

GAG Studies. Although TIP5P andOPC performed the best in
this study when analyzing different HP properties, we urge to
treat these results with caution. This study only investigated free
HP in the solution and not in the presence of proteins, which
potentially could affect the drawn conclusions. In our previous
studies involving MD of protein−GAG complexes, we did not
observe any unusual behavior of the GAG molecules in the
TIP3P solvent. Moreover, TIP5P and OPC seem to only T
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provide improvement in the case of highly charged GAG
molecules. In the case of GAGs with a lower negative charge, no
significant differences were observed in their behavior in TIP3P
and TIP5P or OPC. Therefore, more testing studies in this
regard are required. Additionally, we do not find any strong
thermodynamic rationale for justification of TIP5P/OPC
improvement on the HP structural behavior in the available
literature. It also has to be noted that GLYCAM06 was initially
tested with TIP3P as a primary water model, which theoretically
should provide optimal or at least satisfactory results in the
simulations. Taking all of this into account, we recommend
careful consideration of used water models in the GAG
computational studies. We are certain that further studies are
required to fully unravel the impact of the water models on the
behavior and structural properties of the GAG molecules.

■ CONCLUSIONS
The observed values of MD-based molecular descriptors for HP
differed significantly between the groups of implicit and explicit
water models used in the simulations. Some interesting features
were observed, e.g., HP in OPC and TIP5P models behave
similarly to the implicit water models maintaining global
properties in agreement with the experimental data. The IGB
= 7 model caused sometimes abnormal behavior of HP, and
improper glycosidic linkage populations were observed. In
general, the implicit solvent models do not even qualitatively
agree with the experiment in terms of reproducing the HP ring
puckering. Therefore, we do not suggest using implicit models
for simulating GAGs unless the restraints are applied tomaintain
the rings in particular conformations reproducing specific
experimental data. The most distinguishable model among the
explicit ones was the TIP3P water model, one of the most
commonly used models in biomolecular systems in general, in
which HP displayed completely different properties than in the
implicit models. In the case of TIP3P (and other explicit models,
but to lesser extent) we observed characteristic curvature of HP
as it was often “U”-shaped. It might be due to the fact that in the
case of the explicit water model, there are counterions and thus
heavily charged HP willingly interacts with those ions and trap
them inside. The reason why we observe this notably less in the
case of OPC and TIP5P models might be the fact that those
models are much more complex and thus they can provide more
appropriate charge distribution leading to a more physically
relevant electrostatic description. It is of immense importance as
TIP3P is a widely used water model in the studies of GAGs, but
here, evidences were presented that in a longer (microsecond
range) timescale, TIP3P may fail to maintain proper structural
conformational ensemble of the HP molecule. When using all
explicit solvent models, HP rings kept the proper conformations
(ring puckering) in agreement with the experimental data, while
in majority of the implicit models, IdoA2S rings revealed

improper conformations. In our previous research, we did not
observe any unusual behavior of HP (or other GAG molecules)
as extensive curvature, packed conformation, wrong glycosidic
dihedral or pucker angles, etc. However, in all of our previous
studies (and vast majority of the studies that are conducted by
other groups), GAG molecules are simulated in complex with
the proteins, or theMD simulations are significantly shorter than
5 μs. In the former case, HP interacts with the charged protein
and is unable to freely cluster the ions, which could potentially
induce the bend. This could prevent the unusual behavior of the
GAG in which case ions are localized inside the curved GAG
structure. Therefore, we strongly believe that the effects of water
models onHP properties need to be extensively studied together
in the presence of protein molecules in a long MD simulation.
Similarly, in the work of Neamtu et al.,94 four- and five-site water
models performed better than TIP3P in reproducing several
structural features of chondroitin sulfate. However, in this study,
the first layer of hydration was found to be better represented by
the TIP3P model, and it was also found that TIP3P favors the
direct intramolecular hydrogen bonding of chondroitin sulfate
while the four-site and five-site models disfavor it. Additionally,
when using the TIP5P model, a better-defined long-range
hydration layer order around the hydroxyl groups of the sugar
ring was observed compared with the other studied models.
Within the nowadays standards, GAG molecules are almost
exclusively simulated in the TIP3P model and it still remains
necessary to confirm if it is the appropriate model for the GAG−
protein simulations or to select a better one. In particular, this
question is justified by considering the fact that in 5 μs
simulations, TIP3P failed to maintain proper global structural
features of the HP, and the HP conformations deviated
essentially from the one observed in the experiment. The only
two solvent models that allowed for reproduction of both proper
local and global structural features of the HP in the MD
simulation were TIP5P and OPC. What also needs to be
emphasized is the fact that the preliminary investigation of
GAGs with lower charge than by HP did not reveal any
significant differences in the GAG properties depending on the
use of different water models (either TIP3P or TIP5P/OPC).
Considering both results for the HP study and less charged
GAGs, we would like to spark a discussion regarding the use of
water models in theoretical GAG-related studies and whether
any changes in the established approaches are required.
Additionally, we would like to encourage other computational
groups interested in GAGs to contribute to this potentially very
important topic, especially considering this type of analysis of
multiple GAG−protein complexes would be highly beneficial
and could shed more light on this highly relevant subject in the
GAG theoretical research.

Table 3. HA and CS-4 Descriptors Obtained from 5 μs MD Simulations

HA CS-4

PDB TIP3P OPC TIP5P PDB TIP3P OPC TIP5P

dista (Å) 35.9 22.4 ± 5.7 22.5 ± 5.5 24.3 ± 4.9 35.9 23.0 ± 5.2 23.0 ± 5.0 23.2 ± 5.1
fluctb (Å) N/Ad 3.5 ± 1.0 3.1 ± 0.8 4.2 ± 1.3 N/Ad 3.3 ± 1.1 3.1 ± 1.1 3.3 ± 1.1
RMSD (Å) N/Ad 4.0 ± 1.4 4.6 ± 0.7 4.7 ± 1.4 N/Ad 4.0 ± 1.0 3.6 ± 1.0 4.1 ± 1.3
radgyrc (Å) 11.9 14.0 ± 1.0 14.1 ± 0.7 12.8 ± 1.1 11.9 13.8 ± 0.7 13.8 ± 0.7 13.4 ± 0.8
volume (MVEE) (Å3) 7426 7331 ± 1288 7353 ± 1158 7769 ± 1145 7375 8696 ± 1192 8620 ± 1211 9096 ± 1178

aEnd-to-end distance. bAtomic fluctuation. cRadius of gyration. dAtomic fluctuations and RMSD are compared between the experimental
structures of HA and CS-4 (PDB IDs: 1HYA and 1C4S, respectively) and the analyzed structures, therefore, the values are 0.
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Modeling glycosaminoglycan–protein complexes
Małgorzata M. Koguta, Mateusz Marcisza and
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Abstract
Glycosaminoglycans are long linear and complex poly-
saccharides that are fundamental components of the
mammalian extracellular matrix. Therefore, it is crucial to
appropriately characterize molecular structure, dynamics, and
interactions of protein-glycosaminoglycans complexes for
improving understanding of molecular mechanisms underlying
GAG biological function. Nevertheless, this proved challenging
experimentally, and theoretical techniques are beneficial to
construct new hypotheses and aid the interpretation of exper-
imental data. The scope of this mini-review is to summarize
four specific aspects of the current theoretical approaches for
investigating noncovalent protein-glycosaminoglycan com-
plexes such as molecular docking, free binding energy calcu-
lations, modeling ion impact, and addressing the phenomena
of multipose binding of glycosaminoglycans to proteins.
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Introduction
Glycosaminoglycans (GAGs) are long anionic linear oli-
gosaccharides made up of disaccharide repeats [1] of
diverse composition (Figure 1). They are the key players
in numerous biological processes in the extracellular
matrix by establishing interactions with protein targets
as cytokines, growth factors, and collagen in the tissue-
specific context [2]. The disruption of GAG-directed
molecular mechanisms results in cancer [3,4],
Alzheimer’s, Parkinson’s diseases [5], and tissue regen-
eration abnormalities [6]. Although extensive research

has been conducted to understand protein-GAG in-
teractions, GAGs still represent considerable challenges
for both experimental and computational methods [7].
In the past decade, the computational analysis of
protein-GAG systems has demonstrated its potential
power to complement experimental procedures.
Despite the considerable progress in this field, there are
persisting serious computational challenges in the

treatment of GAGs owing to the determining role of
electrostatics, abundant solvent- and ion-mediated in-
teractions, high flexibility, pseudosymmetry, and peri-
odicity of GAGs. The protocols are still missing the
concept of GAG’s specificity, and there is a lack of
precisely developed approaches and available experi-
mental structures for GAG-containing systems. While
there are several excellent reviews focusing on compu-
tational advances in protein-GAG research offering a
more in-depth overview on this broad topic [7e9], our
mini-review concentrates on the four selected aspects of

modeling noncovalent protein-GAG complexes: molec-
ular docking; free energy calculations; roles of ions; and
multipose binding (Figure 2). We primarily focus on the
recent achievements in the field and provide the
necessary background.

Molecular docking of glycosaminoglycans
The computational field of GAGs is still lagging behind
the ones of proteins, nucleic acids, and small-drug
molecules which represent greater interest for the
research community. That is one of the reasons why
designing specific docking programs for GAGs is less
advanced than for other classes of biologically relevant

ligands. GAGs are known to be challenging molecules for
docking owing to their length, periodicity, flexibility,
linearity, and negative charge. Although some of their
interactions with proteins are specific [10], others are
electrostatically driven. All those properties make it an
arduous task to develop docking approaches containing a
sophisticated energy function tailored to GAGs that
would be precise and reliable for these highly flexible
and charged molecules. There is plenty of conventional
docking software originally optimized for other ligands,
and many of them have been applied to dock GAGs.

However, most of them do not perform at the required
quality level [11,12]. Therefore, only some were
deployed, and Autodock3 (AD3), which proved to be
the most successful [11,13] is the most widely used but
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still has flaws. The most fundamental one is the limit of
32 torsional degrees of freedom for the docked molecule
that renders longer GAGs (>dp8) unfeasible to be
docked flexibly. Therefore, most studies still focus on
short GAGs [13].

Among the docking programs dedicated to GAGs, based
on the AD program, there are Vina-Carb [14] and its
advanced derivative GlycoTorch Vina [15], which both
outperformed AD Vina [16] and Glide [17] for a protein-
GAG data set [15]. It is also worth mentioning that

there are online docking software servers such as
ClusPro [18], which in 2014 introduced heparin pa-
rameters [19], HADDOCK (High Ambiguity Driven
biomolecular DOCKing) [20], or SwissDock [21].
Despite their limitations, some of them proved suc-
cessful for several systems: ClusPro was used in a recent
study on SARS-CoV-2 (severe accute respiratory

syndrome coronavirus 2) and heparin sulfate in-
teractions [22], HADDOCK demonstrated its efficiency
in a GAG-related study where CXCL-8 (interleukin 8)
interactions with heparin were analyzed [23]. Alterna-
tively, one may manually place GAG near the predicted
binding site and follow the molecular dynamics (MD)
simulations to find the binding pose [24,25]. To over-
come the challenges experienced by conventional
docking, principally different approaches were built to
dock GAGs. As an example, Dynamic Molecular Dock-
ing, which is the combination of molecular docking and

MD, was proposed [26]. This steered-MD technique
applies the additional potential to move a GAG (ligand)
from a distant position toward the binding site on the
receptor’s surface. The major disadvantage of this
method is the required knowledge on a binding site,
which is not always available. Moreover, it may use heavy
computational resources owing to the required size of

Figure 1

Repeating disaccharide units of glycosaminoglycans with their SNFG representation.
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the periodic boundary box and the use of the explicit
solvent model. One more technique to dock GAGs that
also works for longer molecules is a fragment-based
approach [27]. In this method, the protein’s surface is
sampled by docking of GAG trimeric fragments, which
afterward are assembled in a long chain based on their
overlaps. This simple idea allows docking longer GAGs

without any limitations associated with their length.
However, if the GAG docking site is near the negatively
charged amino acid residues, this method could fail to
dock trimeric fragments near such residues. As a result,
longer docked GAG fragments would not be obtained. A
novel approach called repulsive scaling replica exchange
molecular dynamics [28] seems to tackle the mentioned
problems, and it performs well with GAGs [29]. In
repulsive scaling replica exchange molecular dynamics,
van der Waals’ radii are increased in different replicas
(while not affecting other types of interactions in the

system). It allows a robust and extensive search for the
proper binding sites and poses on the protein surface
while leaving the docked molecule and the receptor
sidechains flexible (Table 1). To summarize, there is still

room to improve protein-GAG docking tools that should
deploy GAG-specific scoring functions.

Free energy calculations of protein-GAG
complexes
Successful free energy calculations, which are crucial to
understanding protein-GAG systems, similar to molec-
ular docking, face the challenges originated in GAG
nature. A binding free energy analysis, molecular me-

chanics (MM)/Poisson-Boltzmann surface area, applied
for the first time to protein-GAG systems by Gandhi
et al. [30], together with its approximation MM/gener-
alized Born surface area, is most common for these
systems. In both approaches, the evaluation of the free
energy is described as a sum of in vacuo MM energy
terms and a solvation free energy term in implicit sol-
vent calculated for the minimized frames of the MD
trajectory in the implicit solvent [31]. Those techniques
proved to work in general satisfactorily but not yet
precisely enough [32,33]. When applied to protein-GAG

systems, these approaches demonstrated to be practical

Figure 2

Reviewed aspects of glycosaminoglycans in computational studies. Four aspects of glycosaminoglycans in computational studies discussed in this
review: molecular docking (top left); free energy calculations (top right); role of ions (bottom left); and multipose binding (bottom right). Free energy
calculations contain the equation describing energy being estimated from the free energies of protein (GP), ligand (GL), and complex (GPL).
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by properly ranking GAG-binding affinities. In addition,
they allowed for atomistic interpretation of the experi-

mental data within interdisciplinary studies [34,35].
LIE (linear interaction energy) is another, although less
popular, technique, for energy analysis of GAGs, and was
applied in several GAG studies [29,36,37]. In LIE,
electrostatic energy is calculated in vacuo and scaled by a
dielectric constant. Although this technique is compu-
tationally inexpensive, it is also less accurate. However,
if rigorously calibrated with extensive experimental
data, LIE can outperform other methods and could be
especially promising for scoring protein-GAG in-
teractions. A more accurate but computationally more

demanding tool for energy assessment is potential of
mean force that can be determined by, for example,
umbrella sampling, which can provide binding energy
and kinetic characteristics [37]. The potential of mean
force can also be obtained by using the Jarzy�nski equa-
tion in steered MD simulations [38]. However,
achieving convergence/low error margin is hard to
consider this methodology practical for quantitative
comparisons. Some techniques suggest replacing the
MM force field with QM (quantum mechanics) calcu-
lations or combining it into QM/MM methods [32,39].

Nonetheless, there was only limited interest and, hence
little research conducted with the use of QM/MM
methods in the GAG-related studies.

The role of ions in protein-ion-
glycosaminoglycan complexes
Ions play an essential role in physiology and biochem-
istry, and there are numerous experimental studies
describing interactions between GAGs and ions [40,41].

The importance of ions for protein-GAG systems was
shown experimentally for APP (amyloid precursor pro-
tein) [42], HCII (heparin cofactor II) [43], endostatin
[44], FGF1 (fibroblast growth factor 1), and IL-7
(interleukin 7) [45]. Zn2þ attenuation of the binding
affinity was demonstrated for endostatin-heparin in-
teractions [46]. Recently, several computational studies

highlighted the importance of ions in the context of
molecular modeling of protein-GAG complexes and

their free energy analysis to improve the protocols used
to treat the ionic environment in GAG-binding studies.
The effect of ions on protein-GAG binding using
modeling approaches was endeavored by Potthoff et al.
[47]. Their findings indicated that calcium ions either
bind to GAG before they interact with procollagen C-
proteinase enhancer-1 or stabilize the structure and
conformation of full-length procollagen C-proteinase
enhancer-1. Although several computational approaches
were used to predict calcium ionebinding sites on the
protein surface, considering calcium ions as part of the

protein receptor for docking does not apply to all sys-
tems. The latest theoretical findings by Kogut et al.
[37] suggested that the presence of calcium ions has a
tremendous impact on the annexineHP binding site.
This study aimed to get a deeper insight into protein-
ion-GAG interactions using in silico techniques to verify
the accuracy and sensitivity of the most deployed mo-
lecular modeling tools. The results indicated how
computational strategy might help to inspect annexin-
GAG interactions in the presence and absence of cal-
cium ions at the atomic level. Unlike Potthoff et al. [47]

Kogut et al. [37] considered the ions as a part of the
receptor using the already reported crystal structures of
protein-ion-GAG complexes for the analysis [48,49].
There was clear evidence suggesting that the presence
of ions influences the electrostatic potential of the
protein surface and renders the dissociation path and its
energetic characteristics for a GAG when inspected with
the umbrella sampling method (Figure 3). Altogether,
these findings contribute to understanding the short-
comings of computational methodologies applicable to
protein-GAG systems. The limited research in this field

is owing to the lack of available X-ray structures that
describe protein-ion-GAG complexes [50]. Another
challenge that needs to be faced is the appropriate
choice of ion parameters. As it was recently shown by
Guvench and Whitmore [51], GAG compactness could

Table 1

Comparison of four different docking methods and their properties. As an example of conventional docking tool, Autod—k3 was
chosen.

Method Conventional docking (AD3) Dynamic Molecular Docking Fragment-based approach RS-REMD

Speed Fast/Average Average/slow Average Average
Usage complexity Low Average High High
Protein flexibility No Full No Partial (sidechains)
GAG flexibility Partial Full Full Full
Solvent model Implicit Explicit Implicit Implicit
Binding site information Not required Required Not required Not required
GAG length < dp8a Unlimited Unlimitedb Unlimited

AD3, Autodock 3; GAG, glycosaminoglycan; RS-REMD, repulsive scaling replica exchange molecular dynamics.
a Docking GAGs longer than dp8 makes docking results unreliable.
b Poses limited to the surface electrostatic potential of the receptor.
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Figure 3

Modeling protein-ion-glycosaminoglycan complexes. (a) Electrostatic potential isosurfaces for annexin II (surface representation, in blue +4 kcal/mol/e) in
the presence and absence of Ca2+ calculated with the Poisson-Boltzmann surface area approach. (b) The heparin dissociation pathway for PDB ID 2HYV
complex in the presence and absence of Ca2+ calculated with the umbrella sampling approach. In dark red: initial position of heparin, and in dark blue:
final position of heparin. (c) The potential of mean force for the dissociation pathways corresponding to the simulations depicted in panel (b) [34].
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Figure 4

Multipose binding in protein-glycosaminoglycan complexes. Schematic representation of three possible modes of multiple binding in protein-GAG
complexes. The blue squares and purple diamonds represent two different monosaccharide units: (a) Multiple binding pockets on the protein surface for
one GAG molecule. (b) One binding site on the protein surface but different GAG conformations on binding. (c) Parallel and antiparallel orientations of
GAG binding. The gray ellipsoids represent protein surface with reducing (R) and nonreducing (NR) ends of the oligosaccharide chain in parallel and
antiparallel orientations.
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be significantly affected by the presence of ions,
whereas subtle differences in the applied force field
parameters for ions can have dramatic impact on the
dynamic and conformational behavior of the GAG
polymers. In numerous MM models, the ions are
spherical, and their interactions are determined exclu-
sively by LennardeJones parameters and the charge.
Saxena and Sept [52] introduced a model where the

total charge of an ion is distributed into n-dummy
centers that reproduce the ion’s coordination features
more appropriately. Similar models have also been pro-
posed for manganese [53], zinc [54], magnesium [55],
and nickel [56]. The appropriate design of computa-
tional experiments shall not be forgotten to avoid
confining the treatment to nonphysiological concentra-
tions of ions [41] as well as the adequate and thoughtful
analysis of the obtained results [57].

Multipose binding in protein-
glycosaminoglycan complexes
Multipose binding is the property of certain protein-
ligand complexes that exhibit different ligand binding
modes. The experimentally solved structures for such
complexes have been reported [58e60]. Atkovska et al.
[61] conducted a high-throughput docking study of small
molecules and implemented multipose binding in the
scoring procedure by considering multiple docking solu-
tions in binding affinity predictions. The take-home
message from this work was that careful consideration of
multipose binding in docking might give the ability to
predict the binding affinity more effectively. Imple-
mentation of multipose binding in the scoring scheme
yields a better assessment of the binding affinity of the
analyzed complex to a different extent depending on the
properties of the complex and the selection of the
considered poses. The power to distinguish various con-

tributions of each mode to the bindingmay lead to a more
efficient optimization process in rational design, as a
proper understanding of how each mode influences the
binding. Multipose binding is characteristic for GAGs
owing to their pseudosymmetry and periodicity. Figure 4
summarizes three potential modes of GAG multipose
binding. Rother et al. [62] evaluated interactions of native
and chemically sulfatedGAGderivatives on the activity of
TIMP-3 (tissue inhibitor of metalloproteinase-3). They
revealed that differences in their sulfation pattern might
be responsible for binding structures that implied GAG’s

multipose binding. Furthermore, Penk et al. [63] investi-
gated the interaction of chemokine (C-X-C motif) ligand
14 (CXCL14) by using in silico approaches, NMR spec-
troscopy, microscale thermophoresis, and analytical hep-
arin affinity chromatography. Results suggested that
distinct GAG sulfation patterns confer specificity beyond
simple electrostatic interactions that usually represent
the driving forces in protein-GAG interactions. They
determined in silico three binding sites, two of which were
energetically more favorable. The most favorable one

agreed best with the data on chemical shift changes ob-
tained byNMR spectroscopy. Although the binding poses
for different GAGs are structurally similar when visual-
izing the trajectories from MD simulations, there was
dependence of N-loop and C-terminal alpha-helix
residue contribution to GAGs binding on GAG type and
charge suggesting specificity of CXCL14-GAG in-
teractions. It is important tonote that aGAGcanbebound

in antiparallel energetically comparable orientations on
the protein surface, and these orientations are, thus,
difficult to distinguish not only experimentally but also
computationally [25]. The very first analysis of the impact
of the GAG chain polarity on the interactions with fibro-
blast growth factors 1 and 2was carried out by Bojarski and
Samsonov [64]. Heparin was predicted to bind to these
proteins in the same binding sites but with different ori-
entations, whereas the orientation reported in the exper-
imental structure might be favorable. The probability of
the bound GAG orientation change decreases with the

increase of heparin chain length. In addition, a GAG can
potentially change its orientation by dissociation followed
by re-association with the protein rather than rotation in a
bound state on the protein surface. This study provides a
novel view on the impact of the GAG polarity on the
specificity of protein-GAG complex formation d an
essential aspect in correctly understanding the intermo-
lecular interactions in these systems.

Conclusions
Although recent advances in computational power and
techniques have enabled us to take a step forward in
modeling noncovalent protein-GAG complexes, there is
still room for improvement. While there is plenty of
docking software available, the programs dedicated to
GAGs are limited and require careful consideration.
There was little interest in further refinement or devel-

opment of binding free energy calculation approaches
specifically for the protein complexes with GAGs as it
was for other protein ligands as proteins, nucleic acids, or
small-drug molecules. Because improved calculation
methods would be of great benefit in the GAG field, the
next promising step could be replacing the MM force
field with QM calculations or the combination of these
two. New theoretical protocols are being developed and
tested to study the interactions between proteins, GAGs,
and ions. Much progress has also been made on the
development of new models for ions. Therefore, it would

be of considerable interest to conduct comparative
studies for GAG-containing systems where several types
of ion parameters are used. Furthermore, the multipose
binding should not be disregarded in the GAG rational
design because this will help to improve binding sites and
pose prediction when experimental data are unavailable.
Altogether, protein-GAG system modeling, although still
being in the early phase of its development, contributes
substantially to overcoming the significant challenges in
this research field.
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