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Abstract 
 

Biomolecular recognition, including the binding of small molecules, peptides, carbohydrates, 

and proteins to their target receptors, is fundamental in biological processes such as immune 

responses, cellular signalling, and catalysis. Uncovering the physical mechanisms of 

biomolecular recognition and characterising the critical biomolecular interactions is vital to 

understanding their functions. Furthermore, these processes are implicated in developing 

various human diseases and serve as potential drug targets. One way to get a deeper 

understanding of these interactions at the atomic level is by deploying computational tools. 

Computational methods are constantly advancing to model biomolecular recognition and 

predict binding thermodynamics thanks to the increasing accessibility to the power of 

supercomputers. They are not only complementary to experiments but also recognised as 

powerful tools capable of providing experimentally inaccessible insights. 

This PhD Thesis aimed to characterise biologically active systems consisting of proteins, 

carbohydrates, and ions using theoretical approaches. The molecular systems chosen as the 

research objects were glycosaminoglycans (GAGs), linear anionic periodic polysaccharides 

with metal ions, cyclodextrin (CD) with anionic surfactants, and bovine serum albumin (BSA) 

with small molecules. In the first part of the Thesis, I focused on investigating the role of ions 

in carbohydrate-containing systems. The initial goal was to understand the calcium ion (Ca2+) 

role in annexin-Ca2+-heparin (HP) and HP-Ca2+ systems at the atomic level. To do this, I: a) 

examined how the most commonly deployed standard molecular modelling tools are sensitive 

and accurate to investigate the protein-ion-GAG systems, and b) rigorously characterised how 

different Ca2+ parameters affect HP’s structural and dynamic properties in the simulation. Next,  

b-CD systems with some alkyl sulfates (SXS) were analyzed (where X=8,10 and 12 denote the 

number of carbon atoms in the alkyl chain of the sulfate). In this study, I: a) investigated how 

the alkyl chain length affects the CD-SXS interactions; b) proposed a potential molecular 

mechanism for the entrance of the ion into the CD cavity; and c) determined how the initial 

SXS orientation influences the formed inclusion complex. I also reviewed and summarised 

four aspects of the currently deployed theoretical approaches for investigating protein-GAG 

complexes, including molecular docking, free binding energy calculations, modelling ion 

impacts, and addressing the phenomena of multipose binding of GAGs to proteins. 

The second part of the Thesis was dedicated to the BSA-containing systems and the BSA 

interactions with small molecules, including ions. Firstly, I deployed computational techniques 
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to monitor the influence of pH and temperature on the interactions in the BSA-sodium dodecyl 

sulfate (SDS) complex and localised potential binding sites and poses. Then, I localised two 

binding sites in the BSA-[B(Ph)4]- complex. Finally, I applied the umbrella sampling (US) 

protocol to investigate the free energy profile of divanillate (DVT) and divanillin (DVN) 

orientation change in terms of the dihedral angle between the planes defined by the aromatic 

moieties of DVT/DVN on the BSA/HSA surfaces or in the absence of the protein. 

The results of my PhD research contributed to a better understanding role of ions in biologically 

active systems, and an attempt to develop novel protocols to model these systems more 

efficiently was undertaken. Moreover, the limitations of computational methods are discussed 

in detail, and potential solutions to overcome those challenges are proposed. 
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Streszczenie 

 
Rozpoznawanie biomolekularne, w tym wiązanie małych cząsteczek, peptydów, 

węglowodanów i białek z ich docelowymi receptorami, ma kluczowe znaczenie w procesach 

biologicznych, takich jak odpowiedzi immunologiczne, sygnalizacja komórkowa i kataliza. 

Poznanie mechanizmów rozpoznawania biomolekularnego i scharakteryzowanie krytycznych 

oddziaływań biomolekuł ma istotne znaczenie dla zrozumienia ich funkcji.  Procesy te mogą 

przyczyniać się do rozwoju różnych chorób w organiźmie człowieka, mogą więc służyć jako 

potencjalne cele dla leków. Jednym ze sposobów lepszego zbadania oddziaływań biomolekuł 

na poziomie atomowym jest wykorzystanie metod teoretycznych, takich jak modelowanie 

molekularne. Metody teoretyczne są stale rozwijane, aby bardziej efektywnie modelować coraz 

bardziej skomplikowane układy biomolekularne, a także przewidywać termodynamikę ich 

wiązania. Nie tylko uzupełniają one metody eksperymentalne, ale również są stanowią potężne 

narzędzia, które umożliwiają obserwację procesów, których nie można zbadać metodami 

eksperymentalnymi. 

Badania prowadzone w ramach niniejszej rozprawy doktorskiej miały na celu 

scharakteryzowanie biologicznie aktywnych układów składających się z białek, 

węglowodanów i jonów przy użyciu teoretycznych metod obliczeniowych. Do badań 

wybrałam następujące układy molekularne: glikozaminoglikany (GAG), liniowe anionowe 

periodyczne polisacharydy z jonami metali, cyklodekstryna (CD) z anionowymi środkami 

powierzchniowo czynnymi oraz albumina surowicy bydlęcej (BSA) z małymi cząsteczkami. 

W pierwszej części badań skupiłam się na scharakteryzowaniu roli jonów w układach 

zawierających węglowodany. Początkowym celem było zrozumienie roli jonów wapnia (Ca2+) 

w układach aneksyna-Ca2+-heparyna (HP) i HP-Ca2+ na poziomie atomowym. Aby zrealizować 

ten cel: a) zbadałam, jak bardzo czułe i dokładne są najczęściej stosowane, standardowe 

narzędzia do modelowania molekularnego układów białko-jon-GAG, oraz b) 

scharakteryzowałam, w jaki sposób różne parametry Ca2+ wpływają na strukturalne i 

dynamiczne właściwości HP podczas symulacji dynamiki molekularnej. Następnie układy b-

CD z niektórymi siarczanami alkilu (SXS) zostały przeanalizowane (gdzie X=8,10 i 12 

oznaczają liczbę atomów węgla w łańcuch alkilowym siarczanu). W tej części badań: a) 

zbadałam, jak długość łańcucha alkilowego wpływa na oddziaływania w układach CD-SXS; 

b) zaproponowałam potencjalny mechanizm molekularny wejścia jonu do wnętrza pierścienia 

CD oraz c) ustaliłam, w jaki sposób początkowa orientacja SXS wpływa na powstający 
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kompleks inkluzyjny. Dokonałam również przeglądu literatury i podsumowałam cztery 

aspekty, które są obecnie stosowane w metodach teoretycznych do badań kompleksów białko-

GAG między innymi dokowania molekularnego, obliczeń swobodnej energii wiązania, 

modelowania wpływów jonów i zjawiskami wielopozycyjnego wiązania się GAGów z 

białkami. 

Druga część pracy poświęcona była układom zawierającym albuminę surowicy zwierzęcej 

(BSA) oraz oddziaływaniom BSA z małymi cząsteczkami, w tym z jonami. Na tym etapie 

badań zastosowałam metody obliczeniowe do monitorowania wpływu pH i temperatury na 

oddziaływania w kompleksie BSA-dodecylosiarczan sodu (SDS) oraz zlokalizowania 

potencjalne miejsc wiązania się ligandu. Następnie ustaliłam dwa miejsca wiązania się liganda 

do receptora w kompleksie BSA-[B(Ph)4]-. Na końcu zastosowałam protokół próbkowania 

parasolowego (US) w celu uzyskania profilu energii swobodnej zmiany orientacji diwanilanu 

(DVT) i diwaniliny (DVN) względem BSA/ albuminę surowicy ludzkiej (HSA) lub pod 

nieobecność białka. 

Wyniki badań uzyskanych w ramach rozprawy doktorskiej przyczyniają się do lepszego 

zrozumienia roli jonów w aktywnie biologicznych układach molekularnych.  Opracowałam 

także nowe protokoły obliczeniowe, które pozwalają na najefektywniejsze modelowanie tych 

układów. Ponadto szczegółowo omówiłam ograniczenia dostępnych metod obliczeniowych, a 

także zaproponowałam potencjalne rozwiązania opisanych problemów. 
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1. Introduction  
 

1.1. Macromolecules and their biological relevance 

 

Macromolecules are vital cellular components in biological systems responsible for carrying 

out numerous functions vital for the development and perseverance of living organisms. 

Proteins, carbohydrates, lipids and nucleic acids are the four major classes of those biological 

macromolecules. To investigate their function, structure, and behaviour, it is critical to 

understand the nature of interactions between any cluster of macromolecules. 

Proteins play a pivotal role in countless processes in the cell, serving the following functions: 

hormonal (insulin), protection (immunoglobin), transport (haemoglobin), storage (ferritin), 

contractile (myosin), enzymatic (sucrase), and structural (actin) [1-7]. Generally, proteins 

achieve their biological goals via direct physical interaction with other molecules (ligands). A 

ligand can be virtually anything: another protein, peptide, nucleic acid, membrane, organic 

substrate, or a small molecule (for example, metal ion, oxygen, or solvent). Three models were 

proposed to explain the protein-ligand binding mechanism: a) ”lock and key” [8], b) induced 

fit [9], and c) conformational selection [10-11]. The “lock and key” model assumes that the 

protein and the ligand are rigid, and their binding interfaces should be perfectly matched. 

Therefore, only the correctly sized and shaped ligand (the key) can be inserted into the binding 

pocket (keyhole) of the protein (the lock) (Figure 1A). However, the “lock and key” model 

does not explain the experimental evidence that a protein binds its ligand when its initial shapes 

do not match. This resulted in the induced fit model, which assumes that the binding site in the 

protein is flexible and that the interacting ligand induces a conformational change at the binding 

site (Figure 1B). The conformational selection model postulates that the native state of a protein 

does not exist as a single, rigid conformation but rather as a vast ensemble of conformational 

states that coexist in equilibrium with different population distributions and that the ligand can 

bind selectively to the most suitable conformational state/substate, ultimately shifting the 

equilibrium towards this state (Figure 1C). In other words, the unbound protein can sample the 

same conformation as the ligand-bound state.  



 
 

 

11 

Figure 1. Schematic illustrations of the three protein-ligand binding models: “lock and key” 

(A), induced fit (B) and conformational selection (C) [10].  

 

Molecular recognition is defined as a process in which biological macromolecules interact 

noncovalently with each other or small organic molecules, driven by van der Waals forces, 

electrostatic forces, hydrogen bonds and hydrophobic forces, to form a particular complex [12-

14]. Understanding the process of biomolecular recognition is pivotal for molecular biology 

[9, 15-16] and represents the advancement of rational drug design [17-18]. Biomolecular 

recognition is described by binding specificity and binding affinity. Conventional specificity 

is a preference for a protein/ligand binding to a particular protein receptor over other 

competitive alternatives [19]. At the same time, affinity refers to the strength of the interaction 

between the ligand and its target protein. It is defined by either binding and dissociation 

constants (Kb and Kd) or Gibbs energy of binding (DG). In a simple, reversible protein-ligand 

(1:1) system, equilibrium exists between the free molecules protein (P), ligand (L), and their 
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complex (PL) that associate and dissociate at specific rates (described by rate constants kon and 

koff respectively) (1): 

𝑃 + 𝐿
!
←
"##

!
→"% 𝑃𝐿        (1) 

In the experiments, the binding affinity is described using equilibrium dissociation (Kd) or 

binding (Kb) constants (2): 

𝐾" =
[$%]
[$][%]

= '
(&
= !"%

!"##
   (2) 

 
At equilibrium under standard conditions (298.15 K, 1 atmosphere), the Gibbs energy (free 

energy) of binding describes the energy difference between two states (3): 

 

∆𝐺! = 𝑅𝑇𝑙𝑛([𝑃][𝐿]) − 𝑅𝑇𝑙𝑛[𝑃𝐿] = −𝑅𝑇𝑙𝑛 [#$]
[#][$]

= −𝑅𝑇𝑙𝑛𝐾! = 𝑅𝑇𝑙𝑛𝐾&   (3) 

 

where R denotes the gas constant, and T is the absolute temperature at which binding occurs. 

DGb can also be dissected into enthalpy (DHb) and entropy (DSb) (4): 

 

∆𝐺! = ∆𝐻! − 𝑇∆𝑆!    (4) 
 
It must be stressed that molecular recognition is an element of a more complex, functionally 

crucial mechanism that consists of life's essential features, including information processing, 

metabolism, and self-replication. To better comprehend protein functions, one must thoroughly 

investigate and understand the detailed underlying mechanisms responsible for the protein-

ligand interactions as much as possible. To do so, the more in-depth description, 

characterisation, and quantification of the thermodynamic patterns that govern/drive the 

formation of a given complex are pivotal [20]. Furthermore, since the rational drug design aims 

to use the knowledge of the structural data and protein-ligand binding mechanisms to optimise 

the process of discovery and development of new drugs, a profound understanding of the nature 

of the molecular recognition/interactions is of significant interest in facilitating this process 

[21].  
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Recently, natural biomacromolecules have attracted increased attention as carriers in 

biomedicine [22]. Biomacromolecules used as carriers include proteins (albumin, transferrin, 

lipoproteins, silk fibroin, collagen, keratin) and polysaccharides (chitosan, cyclodextrin, 

glycosaminoglycan, and pectin). They can be naturally obtained from animals and plants in 

abundant amounts and are renewable resources. They have an excellent affinity to organisms 

and weak immune rejection. They can also be degraded in vivo by enzymes, with metabolites 

of low toxicity to organisms [23-25]. Researchers reported multiple biomacromolecule-based 

carriers in the form of prodrugs, drug conjugates, nanoparticles, microcapsules, hydrogels, and 

tissue engineering scaffolds [26-28]. Furthermore, their use as drug carriers has been shown to 

reduce systemic toxicity and immunogenicity [29-31]. Moreover, the amine, carboxyl, and 

hydroxyl groups present within the structures of these biomacromolecules can be used for 

chemical modifications, making them of great significance in the biomedical field. From the 

biomacromolecules mentioned above, the following systems were chosen to be the research 

subject in this Thesis: glycosaminoglycans (GAGs) with metal ions, cyclodextrin (CD) with 

anionic surfactants (SXS) and bovine serum albumin (BSA) with small molecules (including 

ions). 

Metalloglycomics studies the interactions of metal ions and coordination compounds with 

biologically relevant oligosaccharides, particularly GAGs, glycoproteins and proteoglycans. 

Glycomics is a broad scientific discipline aiming to explain glycans' diverse structures and 

functions in biological systems [32-34]. GAGs belong to long periodic negatively charged, 

often sulfated polysaccharides. Glycoproteins are essential macromolecules in the living 

organism and are involved in cellular processes. These molecules are found in the extracellular 

matrix (ECM) and are built from polysaccharide chains covalently bound to the amino acid 

side chains of the proteinic part. Proteoglycans (PGs), also present in the ECM, contain protein 

cores covalently bound to polysaccharides containing amino sugars, including GAGs [35-36]. 

In PGs, the bigger component is a carbohydrate, whereas, in glycoprotein, it is a protein. 

Moreover, PGs can form a gel-like substance by restraining the water molecules, making it 

possible for ions, hormones, and nutrients to move through them freely. PGs also interact with 

fibroblast growth factors (FGFs) via its polysaccharide chain, which supports FGFs binding to 

their specific cell-surface receptors [37-38]. Furthermore, the inflammatory response is 

prolonged when PGs interact with chemokines via their GAG parts on endothelial cells' surface 

[39]. Finally, PGs and GAGs are reported to be widely used as carriers for targeted therapy 

delivery [40-43].  
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Another group of highly valued biomacromolecules as drug carriers are cyclodextrins (CDs). 

CDs are cyclic polysaccharides with an amphiphilic structure composed of a hydrophilic 

exterior and hydrophobic cavity frequently used in drug design. The poorly water-soluble 

molecules (guests) can be encapsulated into CDs thanks to their ability to form inclusion 

complexes. Additionally, CDs reduce the immune stimulation of nucleic acid by avoiding 

nonspecific interactions in the physiological environment. It was also reported that CDs 

enhance the permeability of oligonucleotides across biological membranes [44].  

The last family of drug-carrier described in this PhD Thesis are albumins. They belong to the 

main proteins in the human body (and many animal species) and are instrumental in the 

transport of various ions and in maintaining the colloidal osmotic pressure of the blood [45]. 

Albumins bind different endogenous and exogenous ligands, including water and metal 

cations, bilirubin, hormones, metalloporphyrin, nitric oxide, aspirin, warfarin, ibuprofen and 

phenylbutazone [46]. Almost all known drugs and toxic substances can bind to albumin [47]. 

Therefore, albumin not only determines their pharmaco- and toxicokinetics to a large extent 

but also transports them to target tissues or sites for further biotransformation. Since albumin 

is one of the most widely researched biological carriers, it has already been successful in 

clinical applications. In this context, the albumin-drug conjugates, albumin-binding prodrugs, 

albumin nanoparticles and albumin fusion proteins or peptides used in clinical studies were 

summarised by Zhang et al. [22]. 
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1.2. The role of ions in carbohydrates-containing systems  

 

This chapter reviews two groups of carbohydrates: glycosaminoglycans (GAGs) and 

cyclodextrins (CDs), and their interactions with various interacting partners, including ions.  

 

1.2.1. Glycosaminoglycans 

 

GAGs are long linear negatively charged periodic polysaccharide compounds. They are 

composed of repeating disaccharide units in every mammalian tissue [48]. The “glyco-“ prefix 

refers to galactose or a uronic sugar (glucuronic acid or iduronic acid) attached to amino sugar 

(N-acetylglucosamine or N-acetylgalactosamine). Alterations in the type of monosaccharides 

and various sulfation patterns (also known as sulfation code) result in the different major 

categories of GAGs, including hyaluronic acid (HA), chondroitin sulfate/dermatan sulfate 

(CS/DS) heparin/heparan sulfate (HP/HS) and keratan sulfate (KS). The molecular structure, 

charge and natural size of each GAG are summarised in Table 1 and Figure 1. 

 

Table 1. Composition, charge, and size of GAGs. 

 

Common name Disaccharide unit 
composition 

Charge per 
disaccharide unit Size, disaccharide units 

Hyaluronic acid 
(HA) GlcNAc(b1®4)GlcA(b1®3) -1 <30 000 [49] 

Chondroitin 
sulfate (CS) GalNAc(b1®4)GlcA(b1®3) 

CS-A: -2 
CS-C: -2 
CS-D: -3 
CS-E: -3 

40-100 [50] 

Dermatan sulfate 
(DS) GalNAc(b1®4)IdoA(a1®3) -2 40-100 [50] 

Heparan sulfate 
(HS) GlcNS(a1®4)IdoA(a1®4) From -1 to -4 25-200 [51] 

Heparin (HP) GlcNS(a1®4)IdoA(a1®4) -4 10-50 [52] 
Keratan sulfate 

(KS) GlcNAc(b1®3)Gal(b1®4) -2 5-34 [53] 
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Figure 2:  Repeating disaccharide units of GAGs with their SNFG representation. R denotes 
the position that can be sulfated [54].  
 

GAGs are pivotal in numerous cellular processes by forming complexes with many proteins, 

mainly by electrostatic interactions [55]. The GAG biosynthesis process occurs in the Golgi 

apparatus, where an unsulfated polysaccharide chain is first synthesised, and then the chain 

becomes sulfated [56]. GAGs’ functions within the body are widespread and strictly 

determined by their molecular structure. The structure of HA is the simplest one of all GAGs 

and does not require additional sulfation of functional groups in the Golgi apparatus as the 

other GAGs. Instead, the molecule consists of sequentially bound glucuronic acid and N-

acetylglucosamine residues [57]. It is the only GAG not bound covalently within any 

proteoglycan [58]. HA can form linear chains with a broad spectrum of polysaccharide chain 

lengths in a living organism, starting from 100 to even 30 000 disaccharide units per chain [49]. 

The highly polar structure of HA makes it capable of binding water 10000 times its weight. 

Therefore, it plays a vital role in the lubrication of synovial joints and wound healing processes 

[59]. Clinicians use HA exogenously to promote tissue regeneration and skin repair, and HA 

has demonstrated safety and efficacy for this purpose [60]. HA is used in various cosmetic 
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products and shows promising effects in promoting skin tightness and elasticity and improving 

aesthetic scores [61]. Besides its water-binding capabilities, HA is involved in promoting and 

inhibiting angiogenesis and, therefore, is engaged in carcinogenesis [59]. The presence of HA 

breakdown products initiates an inflammatory response and, therefore, serves as a signal of 

injury [62].  

CS comprises N-acetyl-D-galactosamine (GalNAc) and D-glucuronic acid (GlcA) per 

disaccharide unit [63]. The sulfation of hydroxyl groups can occur either in the position of the 

4th carbon atom of GalNAc (resulting in chondroitin 4-sulfate; C4-S, CS-A) or of the 6th 

carbon atom of the same amino sugar (chondroitin 6-sulfate; C6-S; CS-C), resulting in a net 

charge -2 per a disaccharide unit. In some cases, sulfation can occur in both positions of the 

4th and 6th carbon atoms of GalNAc, resulting in a „highly sulfated” chondroitin 4,6-sulfate 

(C4,6-S; CS-E) with a net charge of -3 per a disaccharide unit. This instance occurs in animals 

other than mammals. Compared to HA, CS chains are much shorter; they are usually composed 

of 40 to 100 recurring disaccharide units [50]. Considering the biological role of CS, it can be 

found in the cartilage, which is involved in the bone resorption process [64]. DS differs from 

CS in that instead of GlcA acid, and it is predominantly made up of L-iduronic acid (IdoA). 

Like CS, the net charge of DS is -2 per disaccharide unit [65]. It is possible that in its 

polysaccharide chain, DS can contain GlcA acid, making it a hybrid DS/CS molecule. 

Depending on its location, DS can be predominantly sulfated at the 4th carbon atom of GalNAc 

when present in the skin or at the 6th carbon atom of amino sugar when present in the umbilical 

cord [66]. Despite being mostly present in the skin, DS can also be found in blood vessels and 

lungs and has antithrombotic activity [67].  

HS and HP are GAGs composed of D-glucosamine (GlcN) and IdoA disaccharide units [68]. 

Whereas the HS sulfation pattern may vary between the disaccharide unit (giving 48 variants 

in total [69]), HP (which is one of the 48 variants) is always sulfated at the 2nd (N-sulfation) 

and 6th (O-sulfation) carbon atom of GlcN and 2nd carbon atom of IdoA. Therefore, the net 

charge for HS alters between -1 and -4, and for HP, it is -4. Functions of HS include ECM 

organisation and modulation of cellular growth factor signalling by acting as a bridge between 

receptors and ligands. In the ECM, HS interacts with collagen, laminin, and fibronectin, 

supporting cell-to-cell and cell-to-extracellular matrix adhesion [48]. HS also has a role in 

cellular growth factor signalling. Moreover, HS facilitates the formation of FGF-FGFR 

complexes, resulting in a signalling cascade that leads to cellular proliferation. The 

construction of these complexes depends on the degree of HS sulfation [48]. HP represents the 
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earliest recognised biological role of GAGs for its use as an anticoagulant. The mechanism for 

this role involves its interaction with the protein antithrombin III (ATIII). The ATIII-HP 

interactions cause a conformational change in ATIII, enhancing its ability to function as a 

serine protease inhibitor of coagulation factors. To exhibit various clinical anticoagulation 

activities, different molecular weights of HP were investigated [59]. Interactions between 

HP/HS and proteins mediate diverse pathophysiological processes, including blood 

coagulation, cell growth and differentiation, host defence and viral infection, lipid transport 

and metabolism, cell-to-cell and cell-to-matrix signalling, inflammation, angiogenesis, and 

cancer [70-73]. Therefore, understanding HP/HS-protein interactions at the molecular level is 

of fundamental importance for biology and should aid in developing precise glycan-based 

therapeutics [70, 74].  

KS does not have any uronic acid in its structure. KS comprises the basic repeating disaccharide 

D-galactose β1–4 linked to GlcNAc-6-sulfate [75]. Besides, in its polysaccharide chain, KS 

can contain variable numbers of mannose, fucose, sialic acid and N-acetylgalactosamine that 

account for its heterogeneity. KS has been well-researched for its functional role in the cornea 

and the nervous system. The cornea comprises the body's richest known source of KS, followed 

by brain tissue [76]. The degree of sulfation of KS is a determining factor of its functional 

status. Abnormal sulfation patterns of KS because of specific genetic mutations result in 

increased cornea opacity and lead to visual disturbances [76]. Also, KS plays a central 

regulatory role in neural tissue development. 

Given the biological roles of GAGs, they are significant players in the medical treatment of 

disorders associated with disruptions of the processes, as mentioned earlier, including cancer 

[77], autoimmune diseases [78], Alzheimer's disease [79], Parkinson's disease [80] and arthritis 

[81]. Recently, it has been reported that HP binds to the spike glycoprotein of severe acute 

respiratory syndrome coronavirus (SARS-CoV), Middle East respiratory syndrome 

coronavirus (MERS-CoV) and to both monomeric and trimeric spike of SARS-CoV-2, 

responsible for the COVID-19 pandemic [82]. GAGs also represent one of the critical targets 

for regenerative medicine [83-85]. Additionally, GAGs might be subjected to potential 

chemical modifications, which could expand their properties. Such changes might involve 

sulfation [86-88] or introducing other negatively charged groups (for example, phosphate 

groups [89]) in place of sulfates. These modifications are performed to attenuate the strength 

and specificity of protein-GAG interactions and, in turn, enhance the inhibition or triggering 

of a protein's activity.  
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1.2.2. The role of metal ions in GAG-containing systems 

 

Metals are omnipresent in nature and account for prodigious chemical diversity. From element 

1 (H) to element 109 (Mt), there are 84 metals, seven metalloids and only 18 nonmetals in the 

periodic table. Al, Fe, Ca, Na, K, Mg, and Ti account for approximately 25 % of the earth’s 

crust. Due to their low electronegativities, metals are easily ionised and highly reactive, 

enabling them to participate in many catalytic processes. Metals and their ions are widely 

distributed and play critical roles in biochemistry, chemistry, geochemistry, material sciences 

and countless biological processes. Approximately 30-40 % of biomolecules require metal ions 

to perform their functions [90]. Metals in biomolecules can play (i) a structural role when they 

contribute to the proper folding and confer stability to proteins or RNA structures [91], (ii) a 

functional role when they promote catalysis [92], a regulatory role when they trigger a metal 

induced-structural/dynamical response of the hosting protein to simulate/initiate a specific 

cellular process [93] or maintain metal availability [94]. Roughly one-third of the structures in 

the PDB contain metal ions [95]. 

The divalent calcium (Ca2+) and magnesium (Mg2+) ions have essential regulatory roles in cells. 

Lack of iron is frequent in cancer patients and is linked to surgery complications and animal 

experiments [96]. Moreover, metal ions participate in about one-third of enzyme interactions 

[97]. These ions can modify electron flow in either enzyme or substrate and effectively control 

an enzyme-catalysed reaction. They can assist in binding and orientating substrate concerning 

functional groups in the enzyme’s active site [98]. Copper is identified as an indispensable 

metal element and is predominantly associated with copper-dependent cellular enzymes. Metal 

ions serve in countless metalloenzymes, are integrated into pharmaceuticals, and are utilised as 

inorganic drugs for many diseases [99-100]. Additionally, industrial catalysis depends on metal 

chemistry since more than 80% of currently used large-scale chemical processes lean on solid 

catalysts, mainly based on transition metal (TM) chemistry [101].  

GAGs interact with several metal ions in the ECM, mediating countless biological processes 

in which they are involved. They display ion-specific interactions with monovalent and 

divalent ions [102], such as Na+, K+, Ca2+ and Mg2+ [103-104]. Multiple studies reported that 

HA changes its molecular conformations when interacting with Ca2+ [105-108]. Interactions 

between HP and a wide range of metal ions were inspected experimentally using atomic 

absorption and spectrophotometry, and the overall trend for the HP-metal affinity was reported 

to be: Mn2+ > Cu2+ > Ca2+ > Zn2+ > Co2+ > Na+ > Mg2+ > Fe3+ > Ni2+ > Al3+ > Sr2+ [109]. Given 
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that HP is a strongly anionic polyelectrolyte, it has long been recognised that HP, and other 

GAGs, are ideal candidates for a broader scope of functions, including the binding and 

releasing cations [110] regardless of if these are the micro-ions (e.g., metal cations and cationic 

dyes) or the macro-cations (e.g., the basic polypeptides or proteins). Additionally, the 

conformation of sulfated iduronic acid IdoA(2S) residues is sensitive to the identity of adjacent 

residues and their substitution patterns in the fragment of HP and HS [111-114]. The glycosidic 

linkage geometry is also affected by an altered substitution pattern [115], affecting the 

electrostatic properties of the polysaccharides and, therefore, their interactions with ions. 

Especially Ca2+, which can bind somewhat reversibly to multi-sulfate and -carboxylate centres 

of heparinoids, may trigger macromolecular conformation changes, leading to biological 

activity effects [116]. Subsequently, the crucial role of metal ions in protein-GAG interaction 

was shown experimentally for a series of protein-GAG systems. The Alzheimer's disease-

related A4 amyloid precursor protein (APP) regulates cell growth, neurite outgrowth and 

adhesiveness through binding to HS proteoglycans. The binding of both Zn2+ and Cu2+ to APP 

was previously localised and suggested to control APP formation and stability [117-118]. 

Multhaup et al. showed that APP binds in a time-dependent and saturable manner to the GAGs-

chains of proteoglycans but not CS alone [119]. Furthermore, they demonstrated an interaction 

between the high-affinity HP binding site within the carbohydrate domain of APP and the 

APP's Zn2+ binding site. Moreover, the affinity toward HP was increased two- to four-fold in 

the presence of micromolar Zn2+. Micromolar concentrations of Zn2+ modulated the binding of 

APP to the HP-binding site of proteoglycans and, as shown before by Bush et al., induced the 

aggregation of soluble amyloid bA4 protein [120]. The effects of divalent cations on HP 

binding, structure, and thrombin inhibition rates of HP cofactor II (HCII) were examined by 

Eckhert and Raag [121]. Experiments with affinity chromatography and surface plasmon 

resonance (SPR) showed that Zn2+, to a lesser extent Cu2+ and Ni2+, enhanced the interaction 

between HCII and HP. Moreover, metal chelate chromatography and increased intrinsic protein 

fluorescence in the presence of Zn2+ indicated that HCII has metal ion-binding propensities 

suggesting that protein-GAG-ion systems are especially challenging to understand since ions 

can bind to both protein and GAG parts of the corresponding complexes. Altogether the 

findings supported the hypothesis that Zn2+ induces a conformational change in HCII that 

favours its interaction with HP. Ricard-Blum and co-workers aimed to determine the kinetics 

and affinity of endostatin-HP/HS interactions and investigate the effects of divalent cations on 

these interactions and the biological activities of endostatin [122]. The binding of endostatin to 
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HP and HS indeed required the presence of divalent cations. Adding Zn2+ to endostatin 

enhanced its binding to HP and HS by roughly 40%. Zhang et al. used SPR to investigate the 

effects of metal ions (under physiological and non-physiological concentrations) on protein-

HP/HS interactions [123]. The results revealed that under non-physiological metal ions 

concentrations, various metal ions presented different effects on HP binding to fibroblast 

growth factor-1 (FGF1) and interleukin-7 (IL7). While individual metal ions at physiological 

concentrations had little impact on protein binding, the mixed metal ions reduced the FGF1-

HP or IL7-HP binding affinity, changing its binding profile. Divalent cations are critical in 

regulating HP's anti-Factor Xa activity. There is compelling evidence that Ca2+, Cu2+, and Zn2+ 

are essential in several protein-HP interactions, influencing these complexes' affinity, 

specificity, and stability [124-125]. A previous study by Shao et al. showed that the 

conformational changes induced by Ca2+ are necessary for the interaction between HP and 

Annexin II [126]. Ca2+ are experimentally detected in the annexin-HP interface (PDB ID: 

1G5N [127], 2HYV [126] and 2HYU [126]). In the study of Weiss et al., the addition of EDTA 

and BAPTA strongly inhibited the binding of PCPE-1 and its NTR domain to immobilised 

GAGs, indicating that the binding to PCPE-1 and the NTR domain to HP/HS depends on the 

divalent cations [128]. BAPTA inhibited the binding to a greater extent than EDTA, suggesting 

that Ca2+ takes part in the binding. The binding of PCPE-1/NTR to HP/HS requires divalent 

cations and most likely Ca2+, as reported previously for other extracellular proteins such as 

endostatin, a fragment of collagen V, the a5b1 integrin and certain annexins. However, the 

critical role of Ca2+ in binding the NTR domain of PCPE-1 to HP remains unclear. 
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1.2.3. Cyclodextrins 

 

Cyclodextrins (CDs) belong to the class of cyclic oligosaccharides, and the most common ones 

are a, b and g-CD formed by 6, 7 and 8 a-(1,4) D-glucopyranose units, respectively (Figure 

3).  

 

Figure 3. Chemical structures of a-, b-, and g-cyclodextrins [129]. 

 

CDs are obtained from the biodegradation of starch using glucanotransferase enzymes. Since 

the glucopyranose unit possesses chair conformation, the CD is not cylindrical but exhibits a 

torus-like shape (truncated cone). The primary hydroxyl groups are present on the narrow edge, 

and secondary hydroxyl groups are on the broader edge of the cone on the outer surface. 

Skeletal carbons with hydrogen atoms and oxygen bridges are present in the interior of the CD 

molecules accounting for the hydrophilic outer surface and lipophilic central cavity of CD 

[130-132]. The internal cavity's size varies between 4 Å and 8 Å, depending on the number of 

sugar units forming the macrocycle. The most relevant physicochemical properties of native 

a-, b-, and g-CD are summarised in Table 2. The exceptional features of CDs are their tendency 

to form inclusion complexes (also known as host-guest complexes) with a wide variety of solid, 

liquid, and gaseous compounds through molecular complexation. Such type involves a guest 

molecule (drug) which is correctly fitted into the lipophilic cavity of a host (CD molecule) 

[133]. During the formation of an inclusion complex, there is neither breakage nor formation 

of covalent bonds [134-135]. When the CD is added to an aqueous solution, the polar water 

molecules enter the lipophilic cavity of the CD. Still, they are immediately replaced by the 

more favoured guest molecule [136]. The formation of the inclusion complex is exothermic 
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and entropy-controlled but not entropy-driven. The main driving force of this process is the 

release of enthalpy-rich water molecules from the cavity. Water molecules are displaced by 

more hydrophobic guest molecules present in the solution to attain an apolar-apolar association 

and decrease CD ring strain resulting in a more stable lower energy state [137].  

The inclusion complex is also stabilised by hydrogen bond formation, electrostatic and van der 

Waals interactions, hydrophobic effect, and in the case of a-CD,  changes in conformational 

tensions [138]. Self-assembly is the phenomenon where simple molecules spontaneously 

organise into a complex system. The self-organisation happens via several interaction 

mechanisms: unspecific electrostatic p-p interactions, dispersion, hydrophobic interactions, or 

more specific bindings such as the host-guest complexation or ‘lock-and-key’ binding [139-

141].  

 

Table 2. Basic physicochemical properties of native a-,b-, and g-CD. Data reported from 
references [142-143]. 

 a-CD b-CD g-CD 

Glucopyranose units 6 7 8 

Chemical formula C36H60O30 C42H70O35 C48H80O40 

Molar mass [g/mol] 972 1134 1296 

Solubility in water 129.5 18.4 249.2 

Outer diameter [nm] 1.52 1.66 1.77 

Cavity height [nm] 0.78 0.78 0.78 

Cavity diameter [nm] 0.45-0.53 0.60-0.65 0.75-0.83 

Cavity volume [nm3] 0.174 0.262 0.427 

Number of bound water 

molecules 

6.4 9.6 14.2 

Number of water 
molecules inside the 

cavity 

3.6 6.3 8.9 

Density [g/cm3] 1.48 1.44 1.52 
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Multiple studies present that CD encapsulation can improve the following guests’ properties. 

• Water solubility. Many potential drugs have poor water solubility and stability and, 

therefore, cannot be transported in the body, significantly limiting their applications. 

Because CDs are hydrophobic inside, low-polarity guests easily bind them forming an 

inclusion complex. Hence, the hydrophilic outer surface confers new physicochemical 

properties to the guest molecules. The most remarkable is the improvement of the water 

solubility of guests described in [144].  

• Transportation of active substances. The hydrophilic groups of the surface of the CD-

guest inclusion complex can interact with the phospholipid bilayer of the cell 

membrane. The complex (CD-guest) can enter the cell and release the guest under 

specific conditions [145]. 

• Biological activity. Improved antioxidant, anticancer and antibacterial activities of 

some natural compounds due to the presence of CD were reported by Zhong et al. [146-

148]. 

• Bitterness masking. Many natural compounds are known for their bitter taste, which 

significantly limits their applications in food. CDs are slightly sweet substances [149] 

and can form a barrier in the taste buds. Therefore, guests' undesirable flavours can be 

partially or entirely reduced or removed by inclusion.  

• Facilitate compound extraction. Organic solvents are frequently used extractants for 

compound extraction, which may cause environmental pollution and harm human 

health. Using green extracting agents such as CDs is one solution to this issue [150].  

 

Additionally, CDs are biocompatible, do not elicit an immune response, and have low toxicity 

in animals and humans. Therefore, they are increasingly used in the pharmaceutical, food and 

material industries [129, 151-153].  

It should be mentioned that CDs can have more than 8 glucose units, and those species are 

referred to as large-ring CDs (LR-CDs). LR-CDs comprising up to 31 glucose units have been 

purified and characterised [154];  the existence of even larger CDs with a degree of 

polymerization (dp) of up to several hundreds of glycosyl units was reported [155]. In 2002, 

an extensive review of LR-CDs was published by Larsen [155].  
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1.2.4. The role of surfactants in CD-containing systems 

 

The formation of CD-surfactant inclusion complexes is a very active area of research. Not only 

due to their high relevance to the cosmetic, food, and medical industry but also because the 

mixtures tend to form highly ordered supramolecular aggregates, resulting from the delicate 

balance of many interaction types.          

Surfactants are amphiphilic molecules meaning they consist of both hydrophilic and 

hydrophobic moieties. Therefore, they can reduce the surface tension between two immiscible 

phases [156], and they can be obtained either from biological materials (biosurfactants) or 

chemically (synthetic surfactants). The hydrophilic part includes heteroatoms such as oxygen, 

nitrogen, sulfur, and phosphorus, which occur in the following functional groups: amine, 

amide, alcohol, thiol, ester, ether, acid, sulfate, sulfonate, phosphate, etc., whereas the 

hydrophobic part is usually paraffin, cycloparaffin or aromatic hydrocarbon, which may have 

halogens. Because of their dual affinity, surfactants are unstable in organic or polar solvents. 

Based on their chemical composition, surfactants can be divided into ionic and non-ionic, and 

the former can be either cationic or anionic, depending on their charge [157-158]. The endless 

diversity of available surfactants and their responsive properties to different stimuli provide 

countless possibilities for colloidal scientists aiming to spontaneously form complex materials 

from simple building blocks. Host-guest supramolecular complexes formation involving CDs 

and surfactant molecules is predominantly driven by non-covalent interactions [159]. The 

formation of the covalent bond between the host and the guest is avoided to enable the guest to 

escape freely from the CD cavity. CD-surfactant inclusion complexes are well-studied [160-

164]. Although the size-match compatibility between the host and guest is a simple concept 

and sometimes sufficient to predict potential interactions, the CD-surfactant complex's exact 

molecular stoichiometry and conformation should be assessed individually for each case. The 

most frequently observed stoichiometries (CD: surfactant) are 1:1, 2:1 and 1:2 and depend on 

the alkyl chain length of the surfactant and cavity size [165-166]. Generally, a 1:1 

stoichiometry is seen for surfactants with a shorter alkyl chain (eight or fewer carbon units). 

The 2:1 stoichiometry is most pronounced for surfactants with longer alkyl chains (twelve or 

more carbon units). The stability of these complexes is dictated by the interactions between the 

rim of the CD and the surfactant head group [167-168]. In the case of gemini surfactants 

(composed of two hydrophilic head groups and two hydrophobic tails linked by a spacer at the 

head groups or closed to them), two CDs interact with one alkyl chain giving 4:1 stoichiometry 
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[169]. In the case of a- or b- CD, it is unlikely to host two surfactants simultaneously. However, 

this event may occur for the g-CD because its large cavity can accommodate two surfactants. 

The 1:2 stoichiometry was also observed when the excess surfactant concerning the CD 

concentration was present [170]. Furthermore, the accommodation of large-sized guest 

molecules in a-CD is difficult due to its small cavity comprising six glucose molecules, 

decreasing its application [171]. On the other hand, g-CD, composed of 8 glucose units, has a 

larger cavity area and cannot be mass-produced by industry based on its enormous production 

cost; hence, it is not broadly used either [172]. Finally, the b-CD, which consists of 7 glucose 

units and has an intermediate cavity area and a decreased production cost, is the most 

commonly used CD in the industry [173]. Nonetheless, the cavity of b-CD is spatially limited, 

and so is its application. The b-CD skeleton is kept unchanged to overcome this issue, but the 

various functional groups are added to change its chemical and physical properties [174]. In 

these lines, several different chemically modified CDs were derived, including dimethyl-b-CD 

(DM-b-CD), hydroxypropyl-b-CD (HP-b-CD) and sulfobutylether-b-CD (SBE-b-CD). The 

ionic character of the surfactant head group, the alkyl chain length, and the host's conformation 

influences the CD-surfactant complexes' thermodynamic binding parameters. The series of n-

alkyl trimethylammonium bromide and n-alkyl sulfates are the most studied in terms of the 

surfactant ionic character [161, 175]. The study by Ondo showed the small effect of the head 

group in the 1:1 stoichiometry complex, and the slightly reduced stability of those complexes 

was observed when the SO!"#group was substituted with cationic groups. The impact of the 

head group was also predicted for the 2:1 stoichiometry complex. Therefore, if energetically 

favourable, a stable inclusion complex is formed [163]. The formation of inclusion complexes 

between CDs and non-ionic surfactants has also been investigated [176-179]. The effect of the 

alkyl chain length on the thermodynamic parameters of surfactants has been explored in-depth 

[163, 180-183]. The longer the alkyl chain, the stronger the hydrophobic character of the guest 

and, therefore, the stronger the interaction, which was observed by an increase in the binding 

constant. The chain length of six carbons for ionic and eight for non-ionic surfactants were 

described as the critical chain length for the CD-surfactant complex formation [182]. The 

stronger influence of the head group in shorter chain lengths is observed. Furthermore, for 

hydrocarbon chains longer than fourteen, the increase in the hydrophobic character is less 

pronounced. The effect of counterions (ions to maintain electric neutrality in the system) in the 

case of ionic surfactants cannot be ignored. The ions in solutions were demonstrated to interact 

with native CDs [152]. Studies conducted by Valente and Söderman showed that for a set of 
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alkyltrimethylammonium halogenides (CnTAC)-CD complexes, the interactions depended 

little on the counterion type (either Cl- or Br-), based on the stability constants (K) values. 

Similarly, Junquera et al. reported that Br-, from C12TAB participated in the association process 

by binding to b-CD and hydroxypropyl-b-CD (HP [184]. Macpherson and Palepu determined 

Na+ activities in sodium dodecylsulfate and sodium dodecanoate solutions containing b-CD 

[185]. However, the effect of counterions on binding constants and thermodynamic parameters 

of ionic surfactant complexes with CD is relatively small [162, 186]. 
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1.3. The role of ions in albumin-containing systems  

In this chapter, the nature of interactions between albumins, anionic surfactants and other small 

molecules are reviewed. 

1.3.1. The role of surfactants in protein-containing systems 

The interactions of proteins with surfactants were thoroughly examined due to their 

applications in the cosmetic, food, and pharmaceutical industries [187-190]. Ionic surfactants 

interact strongly with protein and form protein-surfactant complexes in the aqueous solution, 

resulting in protein denaturation at lower surfactant concentrations relative to other denaturants 

such as guanidinium chloride or urea. The protein-ionic surfactant interactions are 

predominantly driven by either hydrophilic (between the charged head group and oppositely 

charged patches of the protein chain) or hydrophobic (between hydrophobic patches on the 

protein and surfactant hydrophobic tails) or van der Waals interactions [190-191]. However, 

the relative importance of these types of interactions is still being investigated [192-193]. An 

increase in the surfactant molecule tail length increases the tendency of protein denaturation, 

suggesting the strong impact of the hydrophobic interaction on the surfactant-induced 

unfolding of the protein [194]. Simultaneously, non-ionic surfactants either do not or weakly 

interact with globular proteins, demonstrating the crucial role of electrostatic interactions [195]. 

Lately, MD simulations indicated that the electrostatic and hydrophobic interactions are 

equally vital in protein unfolding regarding the tail insertion into protein structure [196]. 

Investigation of protein-surfactants (both synthetic and microbial) interactions is of 

considerable interest in numerous areas of biotechnology and industry, including biomedicine, 

cosmetics, food, pharmaceutical, medical, and environmental sectors [157, 197-199]. 

Previously listed three main driving forces (hydrophilic, hydrophobic, and van der Waals 

interactions) in protein-surfactant systems are determined by the nature of both molecules and 

their concentrations [191, 200]. Moreover, these molecular interactions affect the native 

structure of proteins by either promoting or preventing processes of aggregation, denaturation, 

or enzymatic activity [200]. Interestingly, biosurfactants can halt the denaturation of proteins 

or reduce their aggregation [156-157]. Most studied protein-surfactant systems consist of 

globular proteins such as BSA, a-lactoglobulin and b-glucosidase. On the other hand, little 

research focused on the fibrous protein-surfactant systems. Some of them, keratin, silk fibroin 

and type I collagen, were investigated in the presence of ionic and non-ionic surfactants [201-
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207]. Some researchers found that the molecular interactions between fibrous proteins and 

ionic/non-ionic surfactants resemble those of globular proteins-surfactant systems [158, 197, 

204-206]. Parameters that have a determinant effect on the protein-surfactant interactions are 

1) the chemical nature of a surfactant (ionic/non-ionic); 2) the surfactant’s concentration; 3) 

the secondary structure of the protein (a-helix and b-sheets) [208-209].                                                      

The hydrophilic group of the surfactant impacts the stability of the protein since it can bind 

tightly to the protein, leading to its denaturation and contributing to the solubilisation of the 

membrane proteins [200]. Anionic surfactants are usually protein-denaturing agents [158]. One 

of the best-known anionic surfactants for having strong electrostatic interactions with proteins 

is sodium dodecyl sulfate (SDS)  [157, 195, 210-211]. These interactions are established 

between the positively charged amino acids (LYS, ARG) present in the protein's primary 

structure with the polar heads of surfactants and between their aliphatic regions with the 

hydrocarbon chains of the surfactant [195].  
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1.3.2. Albumins 

Serum albumin (SA) belongs to the albumin superfamily together with alpha-albumin, alpha-

fetoprotein, and D-binding protein (VDP) [212]. This family is present exclusively in 

vertebrates, and SA can be found in mammals, birds, some species of frogs, lampreys, and 

salamanders (the complete list is available on albumin.org [213]). Albumin is the major 

circulating protein in healthy adults (with an average physiological concentration of 0.6 Mm). 

It is synthesised in the liver and responsible for 80 % plasma colloid osmotic pressure (COP). 

Depending on the species, albumin is a single-chain polypeptide chain of 580 to 585 amino 

acid residues. It is a non-glycosylated polypeptide with hydrophobic cavities and patches, 

lacking prosthetic groups. In X-ray crystallography, albumin is depicted as a heart-shaped 

tertiary structure and possesses 17 pairs of disulfide bridges. The protein comprises three 

homologous domains in structural features and has only one free cysteine. Albumin can bind 

to the majority of known drugs and many nutraceuticals and toxic substances, mainly 

determining their pharmaco- and toxicokinetics [45]. Human albumin and its respective 

representatives in cattle and rodents have structural features that distinguish species differences 

in functional properties. Albumin is both passive and active in pharmacokinetic and 

toxicokinetic processes, possessing several enzymatic activities. When a new drug is being 

developed, testing for its binding to albumin is a standard procedure. Routinely, the bovine 

serum albumin (BSA) is used in toxicological and pharmacological experiments in vitro as a 

human serum albumin (HSA) model because of its 88% resemblance in structure, availability, 

and low cost. This heart-shaped protein consists of 583 amino acid residues, and its molecular 

weight is approximately 66.8 kDa. The whole system is divided into three homologous domains 

(I, II and III), and each domain is subdivided into A and B subdomains with unique binding 

properties [214]. In the subdomain IB and subdomain IIA, BSA has two tryptophan (TRP) 

amino acid residues, TRP 134 and TRP 213, respectively (Figure 4). BSA shows discrete 

binding sites with different specificities, the most vital being site-I and site II, located in 

hydrophobic cavities of subdomains IIA and IIIA, respectively [215]. Site markers are small 

molecules that have specific binding locations in albumin structure and are often used in 

investigating the interactions of various ligands with the protein. To site-I markers belong 

warfarin, phenylbutazone, dansylamide and iodipamide, whereas ibuprofen, flufenamic acid 

and diazepam are site-II markers [217].  
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Figure 4. Structure and binding sites of bovine serum albumin (BSA, PDB ID: 4F5S) [217]. 

Residues TRP 134 and TRP 213 are depicted as spheres in black. 
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2. Methods 
 

The following two chapters, 2.1. and 2.2. describe experimental and computational approaches 

applied to characterise receptor-ligand interactions, respectively. 

Many experimental techniques are deployed to examine various aspects of receptor-ligand 

interactions. X-ray crystallography, nuclear magnetic resonance (NMR), small-angle-X-ray 

scattering (SAXS), and cryo-electron microscopy deliver atomic-resolution or near-atomic-

resolution structures of unbound proteins and the protein-ligand complexes, which are used to 

investigate the changes in structure and dynamics between the free and bound forms as well as 

relevant binding events. Determining the structures of the protein targets and, in particular, 

their complexes with lead compounds serves as the starting point for most of the computational 

tools outlined in the next chapter. They are also crucial components for rational drug design, 

enabling one to see what part of the ligand interacts with which residues of the target protein 

and how the ligand could be expanded or modified. Moreover, the deployment of structural 

biology techniques in drug design increased significantly over the last decade due to significant 

technological advances and the popularity of computational approaches that rely on the 

implementation of the available experimental structural data. Other experimental methods 

applied to study receptor dynamics involved in binding, including mass spectroscopy (MS), 

circular dichroism (CD), fluorescence spectroscopy, surface plasmon resonance (SPR), 

enzyme-linked immunosorbent assay (ELISA), and isothermal titration calorimetry (ITC), are 

also described. 

Experiments can provide comprehensive information regarding receptor-ligand structures and 

interactions and accurate data on thermodynamics and kinetics. However, they are laborious, 

time-consuming, and expensive. Therefore, in many cases, additional computational studies 

are conducted to look at the system from a different perspective and complement experimental 

findings by providing new insights at the atomic level. Moreover, the theoretical analysis might 

improve the quality of understanding of the results obtained by the experimental methods as 

described below.  

• Structure-based computational approaches are helpful in all aspects of investigating 

receptor-ligand binding events. For instance, if the experimental structure of a protein 

is not available, theoretical tools like homology modelling, threading or ab initio 

prediction allow for the construction of structural models that can be used to predict 

receptor-ligand binding. 
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• Whereas molecular docking methods can quickly predict the most favourable structure 

of the complex and assess the binding affinity, molecular dynamics (MD) simulations, 

allow the description of the dynamic behaviour of a molecular system. In this way, MD 

acts as a “computational microscope” that offers a “real-time visualisation” of events, 

including protein folding, protein conformational changes and protein-protein 

interactions regarding the flexibility of the molecules and the possible conformational 

changes caused by mutations in different environments (pH, temperature, or salt 

concentration). Moreover, MD simulations can be performed in an all-atom (AA) or 

coarse-grained (CG) model, depending on the size of the system. The AA model is 

recommended for small molecules such as ligands, peptides, protein subdomains and 

sometimes whole proteins. AA model is also a choice for glycans, lipids and 

amphiphilic polymers. Larger molecules, such as relatively big proteins or networks of 

multiple proteins, are handled by CG modelling. The number of degrees of freedom of 

biomolecules is reduced in CG modelling; therefore, it usually requires a much lower 

computational cost than AA.  

• Free energy calculations offer more accurate binding affinity prediction compared to 

the binding strength estimations provided by molecular docking. They consider all 

thermodynamically relevant phenomena, such as the receptor dynamics/flexibility, 

explicit inclusion of the solvent, and the difference between receptor-ligand interactions 

in the complex and their interactions with water and counterions in their unbound 

forms.  

 

Lastly, the challenges related to modelling GAG- and metal ion-containing systems are also 

reviewed at the end of this chapter in section 2.2.5.  

However, these sections do not represent an exhaustive overview of existing experimental and 

computational methodologies in the field of receptor-ligand interactions. Still, they provide a 

general introduction to the methods used in this Thesis and the theoretical concepts behind 

them. 
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2.1. Experimental approaches to characterise interaction in receptor-ligand systems  

 

2.1.1. X-ray crystallography 

 

X-ray crystallography is one of the most used experimental methods to study crystal structures 

through X-ray diffraction (XRD) techniques and is a powerful way of obtaining detailed 

information on structure and bonding within a crystal. The X-ray beam is diffracted upon its 

collision with atoms into smaller beams, and then the angles and intensities of these diffracted 

beams are measured. Consequently, a three-dimensional map of the density of electrons within 

the crystal is obtained to which individual atoms are assigned to acquire the complete structure 

of the compound [218]. The main culprits of this method are the high cost of a single 

experiment and the requirement of having the compound in a crystal form. Furthermore, due 

to the crystallised form of the studied macromolecule, the resulting structure might not always 

correspond to its native conformation as the influence of the natural living organism-

environment is not considered. Moreover, the crystallographic resolution, defined by the 

crystal's distribution of the studied molecule, determines the structure's quality.  

In addition, studying GAG-containing systems with X-ray crystallography remains an arduous 

task. Due to the very flexible nature of GAGs, it might not be possible to crystalise a desired 

protein-GAG complex of required purity. Although enzymatic cleavage of GAGs allows 

obtaining a specific chain length, the composition of the polysaccharide chain is rarely well-

defined [219-221]. At the same time, the chemical synthesis of GAGs involves a complex 

series of reactions using specific protecting groups to obtain the intended product [222]. 

Despite all that, identifying and characterising the GAG binding sites in some protein-GAG 

systems using X-ray crystallography was successful [223]. In addition, Baron et al. 

demonstrated that X-ray crystallography could be a valuable tool to explain the biological role 

of protein-GAG interactions [224]. According to Glycosaminoglycan Database (GAG-DB) 

created by Perez et al. [225], there are 113 X-ray structures of GAG-containing structures 

available in PDB. The included structures' highest and lowest resolutions are 1.25 Å (PDB IDs: 

1RWH, 2JCQ) and 3.45 Å (PDB ID: 4NDZ), respectively. Of 113 known X-ray structures, 106 

are protein-GAG complexes, with 92 containing non-modified GAGs. Among these 92 

structures, the length of oligosaccharides spans from dimers to decamers. However, only three 

X-ray structures (PDB ID: 1G5N, 2HYU, 2HYV) corresponding to three various protein-Ca2+-
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HP systems (including a GAG bound to and containing ions in the GAG binding interface) are 

available [225].  

Furthermore, X-ray structures of several CD crystalline complexes have revealed the presence 

of guest molecules in the host macrocyclic cavity [226]. Crystal structures of the following 

inclusion complexes were reported: b-CD-cholesterol [227], two crystal structures of a 

hydrated 2:1 b-CD-fluconazole complex [228], b-CD-bithiophene [229], β-CD-7-

hydroxycoumarin and β-CD-4-hydroxycoumarin [230]. Additionally, there are several CD-

drug complexes for which XRD provided structural details. Some of these cases include the 

following: inclusion of S-ibuprofen in b-CD [231], inclusion complexes of essential oil in a-

CD and b-CD, and ibuproxam combinations with substituted b-CD [232], trimethoprim-b-CD 

[233], omeprazole-b-CD [234], and p-aminobenzoic acid-b-CD [235].  

X-ray crystallography is a leading technique in investigating albumin structures and albumin-

ligand complexes reflected in the number of readily available PDB structures. According to the 

PDB database, there are 193 X-ray structures for albumin (alone or with various ligands), 

including 140 and 6 for HSA and BSA, respectively.  
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2.1.2. Nuclear Magnetic Resonance 

 

Nuclear magnetic resonance (NMR) spectroscopy is the only technique that provides atomic-

resolution structures in solution. It provides information on chemical compounds' structural 

and dynamic characteristics, reaction state, and chemical environment. During an NMR 

experiment, a magnetic field is applied to the sample, affecting the nuclei spin. The energy 

released by these nuclear spins returning to their original states is detected and analysed. The 

energy differs for the same atomic nucleus in different chemical environments, either between 

other compounds or between the bound and unbound states. The intramolecular magnetic field 

around an atom in a molecule changes the resonance frequency depending on its chemical 

environment, offering access to details such as the electronic structure of a molecule and its 

functional groups [236]. NMR is broadly used in organic chemistry to confirm the identity of 

a substance. Since the measurement of a sample is conducted in solution, it is possible to study 

proteins in an environment close to the biological one. 

However, the diversity in molecular arrangements, periodicity and dynamics displayed by 

glycans renders traditional NMR strategies employed for proteins and nucleic acids insufficient 

[237]. Due to the unique properties of GAGs, structural studies often require the adoption of a 

different repertoire of tailor-made experiments and protocols. Experiments using isotopic 

labelling may tackle challenges associated with spectral overlap and increase sensitivity. 

Multinuclear NMR studies also proved valuable in studying the interactions of the HP-metal 

ions. 1H and 23Na NMR spectroscopy demonstrated that Na+, Ca2+ and Mg2+ interacted at low 

pH with the carboxylic acid form of HP by long-range electrostatic interactions [238]. At higher 

pH and subsequent deprotonation of the carboxylic acid, a site-specific contribution to the 

binding of Ca2+, Zn2+ and La3+ was observed. Furthermore, the release of HP-associated Na+ 

in the presence of competing cations can be studied by 23Na NMR spectroscopy. The results 

also suggested site-specific binding for Ca2+ and Zn2+ but not Mg2+. Lerner et al. measured 

NMR relaxation rates of 23Na, 29K, 25Mg and 43Ca ions with bovine nasal cartilage 

proteoglycans and hog mucosal HP. They deduced that relaxation rates were determined 

mainly by polymer concentrations and charge density. HP binds monovalent and divalent 

cations to a much greater extent compared to proteoglycans [239]. The binding preferences in 

solution for Ca2+ have been delineated and displayed similarities to those reported in the 

crystallographic studies for protein-Ca2+-HP systems [125-126, 240]. Chevalier et al. 

investigated the specific binding of Ca2+ to synthetic hexasaccharide models of modified HP. 
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They found that the carboxylate groups of the iduronate residue and the N-sulfate and 6-O-

sulfate of GlcNS are crucial for Ca2+ binding. Sulfate selectivity and conformation are affected 

– the sulfate at position 2 of IdoA(2S) in a synthetic hexasaccharide is not essential for binding. 

Still, specific binding is similar to the regular HP dp6, whereas Ca2+ binds rather weakly when 

the substrates lack the 6-O-sulfate of glucosamine [125, 240].  

Unquestionably, NMR is also a powerful technique to elucidate the binding constant and 

stoichiometry of the complexation reaction in surfactant-CD systems. The method is, however, 

limited to systems where the signal from the surfactant can be separated from those of CD [162, 

241]. A different approach to determining the binding constant offered by NMR diffusometry 

is to exploit the free compounds' and complex's different diffusion coefficients [167, 242-243]. 

NMR has also been reported as an essential tool for the structural characterisation of more 

complex inclusion systems. 2D NMR spectra offer information on the particular vicinity of the 

different functional groups, enabling the precise determination of the relative position of the 

host and guest molecules [244-246]. 
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2.1.3. Other experimental techniques 

 

Mass spectrometry (MS) 

 

Another powerful technique used to characterise protein-ligand interactions is mass 

spectrometry (MS). In this method, the tested sample is ionised either with the beam of 

electrons (electron ionisation EI), the application of high voltage to liquefy the sample to create 

an aerosol (electrospray ionisation, ESI) or with the previously ionised by EI reagent gas that 

subsequently reacts with the tested sample. MS offers several key advantages over NMR 

spectroscopy and other experimental techniques. These are superior sensitivity, faster speed 

and the ability to monitor the exchange in molecular complexes, enabling the detection of 

multimolecular complexes' existence.  

The defined sequence of HP oligomers offers a level of simplification suitable for 

electrophoresis in combination with electrospray ionisation mass spectrometry (ESI-MS), and 

tandem MS is frequently utilised in sequencing studies [247]. The formation of glycosidic bond 

cleavages from GAG anions is balanced compared to competing processes for both low and 

high-charge states. In the case of low charge states, losses of sulfate groups result in the most 

abundant product ions in the tandem mass spectra [247] for binding. Recently Pepi et al. 

published a detailed review where the developments in MS for GAGs analysis are reported. 

MS techniques, especially ESI and matrix-assisted laser desorption ionisation (MALDI), are 

powerful tools for studying host-guest complexes [248]. ESI-MS permits the transfer of 

complex ions from the liquid or solid phase into the gas phase. This enables establishing the 

stoichiometry of an inclusion complex, estimating the energy of the host-guest interactions 

[249-250] and investigating the gas-phase reactions of inclusion complexes with various 

ligands [251-252].  

 

Circular dichroism  

 

Biomolecules, including proteins, are made of chiral subunits that produce signals upon 

illumination by circularly-polarised light in the near and far ultraviolet wavelengths ranges 

where the amide and carbonyl groups of the polypeptide backbone absorb. Circular dichroism 

spectroscopy is an optical spectroscopic tool which exploits the differential absorption of left- 

and right-circularly polarised light by such chromophores. It can extract structural information 
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about protein conformation [253]. This method is routinely used to discern the secondary 

structure of a protein (far UV region) and to monitor the local tertiary structure environment of 

aromatic amino acid residues (near UV region). Furthermore, Matsuo et al. used circular 

dichroism to characterise the structure of GAGs in solution [254]. In contrast, Zsila proposed 

that HP and C6-S can form stable complexes with small molecules such as berenil and 

pentamidine [255]. Synchrotron radiation circular dichroism is a sensitive tool to characterise 

the conformation of uronic acid. Therefore,  it was deployed to investigate the effect of metal 

ions on the conformation of modified disaccharides consisting of one IdoA(2S) unit and a 

linked modified monosaccharide. Rudd et al. reported that virtually all disaccharide/cation 

combinations resulted in unique spectra implying that the contribution of metal ions must be 

considered while looking at the conformation and flexibility of disaccharides [256]. The 

applications of circular dichroism were extensively reviewed in investigating CD complexes 

[257] and drug discovery, including albumins [258].  

 

Fluorescence spectroscopy 

 
Another experimental method to study receptor-ligand interactions is fluorescence 

spectroscopy. One of the possible applications of this method is to measure enzymatic activity 

in the absence and presence of GAGs. It enables us to get information about enzyme kinetics 

and enzyme inhibition. The substrate and the product have different adsorption spectra. 

Therefore, adding substrate allows for observing the changes in specific signals. This type of 

essay is believed to be more sensitive than spectrophotometric assays. However, it can suffer 

from interference caused by impurities and the instability of many fluorescent compounds 

when exposed to light. Fluorescence spectroscopy might provide crucial data about how the 

GAG binding influences a protein’s enzymatic activity [259]. Fluorescence spectroscopy can 

provide information about the inclusion complex formation between a host and a guest by 

recording the change in fluorescence and intensity. It was widely deployed to investigate 

various CD-guest systems [260-262]. This method is a sensitive and selective tool to study the 

interaction between proteins and drugs/ligands [263]. The aromatic amino acids, mainly 

tryptophan (TRP) and tyrosine (TYR) are responsible for the intrinsic fluorescence of the 

proteins [264]. Due to the presence of two TRP residues in BSA, fluorescence spectroscopy is 

the most exploited and straightforward technique for this molecular system [265]. 
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Surface Plasmon Resonance (SPR) 

 

SPR is a label-free technique and does not require additional assays, reagents, or laborious 

sample preparation. The essential advantage of this method is that it responds to changes in the 

refractive index induced by molecular binding events. In SPR biosensors, the biological 

recognition element is immobilised at the sensor surface, and the analyte solution usually 

passes via a microfluidic channel across the sensor analyte interface. The biological recognition 

event between the analyte and biological recognition element results in a change in the 

refractive index close to the sensor surface, which is determined as a change in the resonance 

angle of the surface plasmon (excited free electrons near the surface) [266]. Compatible light 

energy photons provide this resonant excitation. The amplitude of the resulting plasmon 

electromagnetic or evanescent wave is maximal at the interface between the plasmon 

generating (sensor surface, usually a noble metal) and the emergent medium [267]. SPR uses 

changes in the refractive index adjacent to the sensor due to the binding of the analyte. SPR 

biosensors can detect small changes in the refractive index where biomolecules bind with the 

receptors immobilised on the optical transducer surface [268-269]. SPR was also used to 

examine the role of metal ions on HP binding to fibroblast growth factor-1 (FGF-1) and 

interleukin-7 (IL-7) [116]. This method deploys resonant oscillation of conduction electrons at 

the interface between negative and positive permittivity materials stimulated by incident light 

[270]. When investigating protein-HP systems by SPR, HP is preferably immobilised onto the 

sensor chip compared to protein since this mimics more closely natural systems where HS is 

found at the cell surface as a part of proteoglycan and binds to the target protein [271-272]. 

 

Enzyme-linked immunosorbent assay (ELISA) 

 

A broad spectrum of protein-ligand systems could also be inspected with ELISA. This method 

uses a solid-phase enzyme immunoassay to detect whether the ligand is present in a liquid 

sample using antibodies directed against the measured protein. ELISA is frequently 

complemented with SPR measurements. With either the GAG or proteins immobilised, Hintze 

and co-authors found that HA derivatives interact stronger than the corresponding CS 

derivatives with the same sulfation degree [273-275]. Pan et al. used this technique to examine 

the strength of GAG binding to platelet-rich plasma (PrP) by obtaining optical density values 

[276]. 
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Isothermal Titration Calorimetry (ITC) 

 

This technique directly measures the heat generated or absorbed by ligand-macromolecule 

interactions under constant temperature. ITC can measure thermodynamic parameters of 

binding directly, and there is no need for labelling, immobilisation, or any other modification 

of the investigated interacting partners. Furthermore, ITC is highly versatile, as any binding 

results in either consumed or released heat. Therefore, there are no limitations based on size, 

optical or other properties of binders. ITC is the most sensitive tool available for the 

identification of a) the affinity constant (K); b) stoichiometry of the interaction (N); and c) the 

enthalpy change (DH), which represents the heat taken up or released during the reaction. 

Subsequently, the entropy (DS) and the Gibbs free energy (DG) can be calculated using the 

standard thermodynamic relationships (5): 

 

∆𝐺 = 	−𝑅𝑇𝑙𝑛𝐾 = 	∆𝐻 − 𝑇∆𝑆    (5) 
 

ITC proved to be a great tool to provide data in many areas, from cellular biology to chemistry 

[277-279]. It was deployed to determine the thermodynamics and stoichiometry of GAG 

binding [280-283] and to characterise the interaction mechanism of CDs with various guests 

[284-289]. Moreover, ITC was used to characterise adsorption on vesicles [290], micellar-

based systems [284, 291-292], self-associating systems [293], polyelectrolyte complexes 

[294], nucleic acid interactions with cations [291].  
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2.2. Theoretical approaches used to characterise interactions in receptor-ligand systems 

2.2.1. Electrostatic potential calculations 

 

Electrostatic potential calculations have proved helpful in understanding and predicting 

molecular properties [295-296]. Notably, electrostatic properties analysis approaches can assist 

as a predictive tool of a molecule’s chemical reactivity and ability to form certain types of 

interactions. A common way to visualise the electrostatic properties of molecules is via 

electrostatic potential (ESP) isosurfaces [297]. One popular method to calculate such surfaces 

is PBSA (Poisson-Boltzmann surface area), where the solvent is treated implicitly (potential of 

mean force is applied to approximate the averaged behaviour of many highly dynamic solvent 

molecules), and the Poisson-Boltzmann equation is implemented [298-299] (6):  

 

𝛻 ∙ [𝜖(𝑥)𝛻𝜙(𝑥)] − 𝜅(𝑥)"𝑠𝑖𝑛ℎ2𝜙(𝑥)3 = −4𝜋𝜌(𝑥)  (6) 

 

where 𝜙(𝑥) denotes the electrostatic potential, 𝜌(𝑥) is the charge distribution function, 𝜖(𝑥) is 

the spatial dielectric function, and 𝜅(𝑥) is the modified Debye-Hückel parameter. Samsonov 

et al. demonstrated that the PBSA method was successful in 68 out of 73 cases in predicting 

GAG binding regions for protein-GAG complexes in a non-redundant dataset [300] due to the 

dominating role of electrostatics in these systems. PBSA successfully predicted the GAG 

binding region in TIMP-3 protein [301].  
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2.2.2.  Molecular docking 

 

Basic concepts in molecular docking 

 

In molecular modelling, molecular docking is a computational approach that predicts the 

preferred orientation of one molecule to a second one when a ligand and a target are bound to 

form a stable complex [302]. In turn, knowledge of the preferred orientation (pose) may help 

predict the strength of association or binding affinity between two molecules. Furthermore, this 

technique became vital in developing various rational drug design protocols comprising 

structure-based virtual screening for identifying novel candidates and comprehending the 

essential chemical elements that guide protein-ligand interactions in relevant biological targets 

[303-304].  

A docking procedure consists of three interrelated components:  

• prediction of the binding site (defined as a region on the macromolecule that binds to 

another molecule); 

• prediction of the binding pose (the ligand’s conformation, its position and orientation 

within this site); 

• assessment of the binding affinity corresponding to the binding poses with a scoring 

function.  

 

Most docking algorithms rely on the predefined binding site, so the search space is limited to 

a comparatively small protein region, defined as local docking. The information about the sites 

can also be obtained by comparing the target protein with a family of proteins sharing a similar 

function or with proteins co-crystallised with other ligands. In the absence of knowledge about 

the binding sites, cavity detection programs and online servers, for example, GRID [305-306], 

POCKET [307], SurfNet [308-309], PASS [310] and MMC [311] can be used to identify 

putative binding sites on the protein surfaces. Docking without any assumption about the 

binding site is called blind or global docking. 

The search algorithm thoroughly searches the potential energy landscape to find the global 

energy minimum. Docking applications are classified by their search algorithms, defined by 

rules and parameters applied to predict both the receptor and ligand conformations. When one 

considers the flexibility of the ligand and/or the receptor, docking algorithms are categorised 

into two large groups: rigid-body and flexible docking. In rigid docking, the search algorithm 
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explores different positions for the ligand on the receptor’s surface using only the translational 

and rotational degrees of freedom for the ligand. Flexible ligand docking adds exploration of 

torsional degrees of freedom of the ligand to this process. 

Docking applications usually deploy one or more of the search algorithms listed below to place 

the ligand within the binding site (also referred to as ligand’s placement): 

• Fast shape matching. It considers the geometrical shape complementarity between two 

molecules and generates more favourable putative conformations of predicted binding 

sites [312].  

• Incremental construction. In this approach, ligands are split into fragments docked 

separately in the receptor site and combined eventually [313-314].  

• Monte Carlo simulation-based. Here, the docked ligand is fitted inside the receptor site 

through many random positions and rotations to decrease the possibility of getting 

trapped in a local free energy minimum [315].  

• Simulated annealing. It uses every docking pose for a simulation, with the temperature 

decreasing gradually in regular intervals in each simulation cycle [316-317].  

• Distance geometry-based algorithm. This search method uses information expressed 

through intra- and intermolecular distances and assembles them, allowing the 

calculations of structures or conformations that are in agreement with them [318].  

• Evolutionary programming. Here, computational models of natural evolutionary 

processes are used to explore the conformational space of flexible ligands and, 

simultaneously, sample available binding modes in the protein binding site [319-320].  

 

Generally, docking algorithms predict several poses for the ligand within the binding site. 

Subsequently, scoring functions are deployed to assess the steric complementarity between the 

ligand and the receptor and their chemical complementarity. Scoring functions can be divided 

into three main classes: 

• Force-field. This scoring function deploys non-bonded terms of classical molecular 

mechanics force fields, some of which are physics-based [321-323]. 

• Knowledge-based. Here, the scoring functions are based on statistical observations of 

intermolecular contacts identified from structure databases [324-329]. 

• Empirical. These functions use several intermolecular interaction terms calibrated 

through a regression procedure, where theoretical values are fitted as close as possible 

to particular experimental data [330-334]. 
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Ideally, combining the search algorithm and the scoring function should result in a solution 

close to the natural ligand position. In practice, docking algorithms are tested to reproduce 

known ligand conformations in an X-ray crystal structure within a given margin of accuracy 

and to recognise one of the conformations closest to the experimental structure as the best 

solution.  

 

Molecular docking of GAGs 

 

Despite plenty of available conventional docking software, originally developed and optimised 

for other types of ligands, most of it does not perform at the required quality level for docking 

GAGs [335-336]. Although the tested docking programs predicted the ligand binding poses 

correctly in many cases (placement performance is acceptable), the ranks of the docking poses 

were often poorly assigned (scoring is profoundly challenging). Uciechowska et al. conducted 

a molecular docking benchmarking study for a non-redundant dataset of 28 protein-GAG 

structures, comparing 14 docking programs and their performance for these systems. Despite 

AutoDock3 being the most successful one [336-337], it still experiences several serious 

limitations. The most fundamental one is the limit of 32 torsional degrees of freedom for the 

ligand, which renders longer GAGs (>dp8) unfeasible to be docked fully flexibly. Based on 

this, most researchers focus on short GAGs [337]. Another set of docking programs dedicated 

to GAGs (based on the AutoDock program) included Vina-Carb [338] and its advanced 

derivative GlycoTorch Vina [339], which both outperformed AutoDock Vina [340] and Glide 

(not designed for GAGs, works well for some protein-GAG complexes though) [341]. There 

are also online docking software servers such as ClusPro [342, 343], HADDOCK (High 

Ambiguity Driven biomolecular DOCKing) [344], or SwissDock [345] that can be used to 

dock GAGs. Some of them proved successful for several systems: 1) ClusPro was used recently 

to study interactions between SARS-CoV-2 (severe acute respiratory syndrome coronavirus 

and HS [346]; 2) HADDOCK demonstrated its efficiency in a GAG-related study where 

CXCL-8 (interleukin 8) interactions with HP were examined [347]. Alternatively, by using 

molecular docking software, one may manually place a GAG near the predicted binding site 

and run the molecular dynamics (MD) simulations to refine the binding pose [348-349].  

To overcome the common difficulties in GAG docking, specific approaches were proposed to 

dock GAGs. For example, Dynamic Molecular Docking (DMD), a combination of molecular 

docking and MD, was suggested [300]. This steered-MD technique applies the additional 
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potential to move a GAG (or any ligand) from a distant position toward the a priori known 

binding site on the receptor’s surface. The major drawback of this method is the demand for 

prior knowledge on a binding site, which is not always available. In addition, it may be 

computationally expensive, owing to the required size of the periodic boundary box and the 

use of the explicit solvent model. Another technique to dock GAGs is a fragment-based 

approach and is also suitable for longer molecules made up of repeating units [350]. Here, the 

protein’s surface is sampled by docking trimeric fragments of a GAG which are further 

assembled in a long chain based on their overlaps. This rather basic idea enables docking longer 

GAGs without any length-associated limitations. Still, if the GAG docking site is close to the 

negatively charged amino acid residues, this method could fail to dock trimeric fragments near 

such residues. As a consequence, docking solutions for longer GAG fragments would not be 

obtained. A novel approach named repulsive scaling replica exchange molecular dynamics 

(RS-REMD) appears to address the mentioned challenges [351]. In RS-REMD, van der Waals’ 

radii are increased in different replicas, whereas other types of interactions are unaffected. It 

enables a robust and extensive search for the proper binding sites and poses on the protein 

surface simultaneously, leaving the docked molecule and the receptor sidechains flexible. 

Furthermore, it was adapted for protein-GAG systems and tested on a set of 21 protein-GAG 

complexes, which included GAGs of various lengths (pentamers, hexamers and heptamers) 

[352]. In 19 out of 21 cases, the method found the binding site correctly. Even though this 

approach might not be effective in predicting binding sites within a protein’s pocket (e.g., an 

enzymatic active site) or distinguishing GAG binding poses of the opposite polarity, it is 

possible to obtain satisfactory results in the MD simulations of the nanosecond scale while 

considering the effect of solvent.   

The explicit solvent model is expected to be superior to the implicit one in terms of docking 

quality due to a more realistic description of the interactions and solutes [353]. Marcisz et al. 

proposed an improved RS-REMD protocol that introduced the explicit solvent water model 

[354]. They observed an improvement in the performance of docking GAG molecules. They 

also found that despite using a more accurate explicit water model, they did not observe any 

increase in computational expenses in comparison to the corresponding implicit solvent 

approach. 

Finally, all the above-specific GAG docking approaches bring an extra complexity compared 

to standard docking methods for a user. They may be too complicated to handle for nonexperts 

in molecular modelling. For this reason, Marcisz et al. proposed a more straightforward 
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approach to dock longer GAGs that consists of four steps: (1) docking a short (hexameric) 

GAG in all-atom representation; (2) elongating the docked GAG using periodic units in a 

coarse-grained (CG) representation; (3) running an MD simulation to find an ensemble of GAG 

conformations for the entire GAG molecule; (4) calculating binding free energy [355]. The 

authors believe that such a combination of molecular docking, MD, and MD-based free energy 

calculation schemes will be more effective than classical docking approaches yet not cause 

many technical difficulties for a user. 

 

Molecular docking in CD systems 

 

The formation of host-guest supramolecular complexes was demonstrated with fluorescence 

spectroscopy, UV-vis spectroscopy, atomic force microscopy and infrared spectroscopy. These 

traditional methods used to explore the mechanism of host-guest action of CD, however, have 

significant limitations and are unable to keep up with the rapid development of supramolecular 

intelligent nano-systems of CD [356]. Therefore, molecular docking has been used in the study 

of CD-guest interactions, involving predictions of the optimal binding conformation, to explain 

the experimental results of CD-guest interactions and explore the functional groups, specific 

sites, and directions of how the guest molecule enters CDs. Self-aggregation and the binding 

ratio of CDs and guests could also be responsible for the biased results. Illapakurthy et al. 

compared three docking software programs (SYBL DOCK, FlexiDOCK and DOCK 4.0.1) for 

artemisinin, its derivatives and 2-hydroxypropyl-b-CD [357]. They concluded that the DOCK 

4.0.1 results were the best in the HP-b-CD system. An extensive assessment of the advantages 

and limitations of various docking software was performed and summarised by Wang and 

colleagues [358]. They indicated that GOLD and LeDock have the best sampling quality to 

identify the correct ligand binding poses, whereas AutoDock Vina has the best scoring 

approach. Nevertheless, the correlation between experimental binding affinities and docking 

scores was weak for most receptor−ligand docking, implying that the current scoring function 

is still to be improved for this system. It was highlighted that the scoring efficiency for different 

receptor targets varied even when using the same protocols within the same software. 

Therefore, the docking software and the appropriate protocols should be selected and tuned 

carefully for each particular molecular system.  

Despite the successes in molecular docking, persisting challenges must be addressed. For 

example, there is a need to account for explicit water molecules in the protein binding region, 
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which is crucial for properly describing the interactions between drug/ligand molecules in the 

docking process. The conformational flexibility of protein molecules in the binding process 

may be limited during the docking process. Therefore, combining molecular docking with other 

tools such as MD, network pharmacology, and machine learning is recommended to improve 

theoretical accuracy and provide more valuable guidance from the experiments. Consequently, 

new molecular docking software with advanced performance is constantly being developed 

and appearing on the market. 
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2.2.3. Molecular Dynamics  

 

MD simulations are a valuable tool for investigating the behaviour of biomolecules and 

biomolecular systems and soft matter in general at a level of detail that is still inaccessible in 

experiments [359-363]. In this computational method, molecules are studied in terms of their 

evolution in time, yielding trajectories of the system as an output [364]. These trajectories are 

calculated numerically by solving Newton’s equations of motion for a system of interacting 

particles. The forces between the particles and their potential energies are calculated using 

specific interatomic potentials defined in specific force fields (FFs) [365].  

In all-atom (AA) MD, a molecule is described as a series of charged points (atoms) linked by 

springs (bonds). An FF is applied to tell the time evolution of bond lengths, bond angles and 

torsions, the non-bonding Lennard-Jones, and electrostatic interactions between atoms 

(equation 7). The FF is a collection of equations and associated constants designed to reproduce 

molecular geometry and selected properties of tested structures. 
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where 𝑟 is the bond length, 𝜃  is the atomic angle, 𝜙 is the dihedral angle, 𝜔 is the improper 

dihedral angle, 𝑟!" is the distance in between atom i	and	j;	𝑘# , 𝑘$ , 𝑘% , and 𝑘& are force constants;  

𝑟'(, 𝜃'(, and 𝜔'( are equilibrium values; the dihedral term is a periodic term characterised by 

𝑘% multiplicity (𝑛) and phase shift (𝛾); 𝜀!" is related to the Lennard-Jones well depth; 𝑟) is the 

distance at which the potential reaches its minimum, 𝑞! and 𝑞" are the charges on the respective atoms 

and 𝜀* is the dielectric constant. The polarisation component is usually expressed as: 

 

𝐸'() = −
1
2
6 𝜇*𝐸+

(-)9999999⃗
/0(1

*

 

 

where µi is an induced atomic dipole and 𝐸1
(;) is an initial electrostatic field causing this 

polarisation. Additionally, charges not central to atoms but off-centre (as for lone pairs) can be 

(7) 

(8) 
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included in the FF. AA FF provides parameters for every atom in a system, including 

hydrogens. Most routinely used FFs families in AA MD of proteins include AMBER [366-

367], CHARMM [368] and GROMOS [369]. The accuracy and predictive power of MD 

simulations based on AA FF are constantly improving due to the simultaneous improvements 

in high-performance computing hardware, more accurate methods for calculating the potential 

energy of conformational ensembles, and more efficient methods for conformational sampling. 

Nowadays, MD simulations at the microsecond scale of systems containing hundreds of 

thousands of atoms are performed routinely. With specialised supercomputers, it has been 

possible to perform milliseconds-length simulations [370], and the simulations of entire 

cellular structures have been attempted [371]. 

 

CG approaches  

 

The AA MD approach, however, has its limitations that could be significant in analysing 

specific aspects of receptor-ligand systems. Describing the large-scale process might require 

very long MD simulation timescales and, in general, is computationally expensive due to the 

high number of elements for which potential functions need to be calculated. These limitations 

can be overcome by a coarse-grained (CG) simulation approach. In the CG, atoms are unified 

into groups of atoms constituting one centre of interaction (a pseudo atom). By decreasing the 

degrees of freedom, much longer simulation times can be examined for more extensive systems 

at the expense of molecular details [372]. In the case of proteins, CG MD simulations can be 

performed using various force fields, MARTINI [373-375], UNRES (from UNited RESidue) 

[376], PRIMO [377], AWSEM [378], SCORPION [379] and SIRAH [380-381]. The 

MARTINI FF, which has an empirical nature, is the most common CG FF [382]. It is applied 

to lipid systems, proteins, nucleic acids, glycans, polysaccharides [383], and in material 

sciences. It is also suitable for simulating glycolipid membranes and monotopic and 

transmembrane proteins. Due to its intrinsically consistent CG approach, MARTINI provides 

the opportunity to extend the simulation to an extensive range of molecules, such as different 

lipid types, sterols, sugars, peptides, and polymers. Such flexibility is needed to examine 

complex carbohydrate-based systems (glycoconjugates, functionalised glycomaterials) or 

investigate protein-carbohydrate interactions [384]. The UNIfied Coarse gRaiNed model 

(UNICORN) is physics-based [385-386] and was created by merging models corresponding to 
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proteins (UNRES) [387-388], nucleic acids (NARES-2P) [389] and for polysaccharides 

(SUGRES-1P) [385, 390-391]. 

 

MD simulations of carbohydrates 

 

Because of the crucial role of protein-carbohydrates in human biology, there is considerable 

interest in deploying MD simulations to help characterise these systems and aid in the rational 

drug design of new therapeutics [392-395]. 

The routinely used AA FF for carbohydrates are CHARMM36, GLYCAM06, GROMOS, and 

OPLS-AA-SEI [396-401]. CHARMM36 FF, derived from the CHARMM AA biomolecular 

FF to carbohydrates, offers a way to treat monosaccharides in their pyranose [402] and furanose 

forms [403], including sulfate and phosphate derivatives [404], all types of glycosidic linkages, 

glycans, and glycoproteins, with full provision for dynamic simulation in aqueous media [405]. 

Based on CHARMM Drude, there are advances in a polarisable empirical FF for hexopyranose. 

They bring significant corrections in treating a series of monosaccharides and their glycosidic 

linkages [406-411]. Through a compatible  parametrisation with the AMBER family of FFs, 

the GLYCAM06 FF handles many monosaccharides, including those present in GAGs [412]. 

It is possible to build carbohydrates of all sizes and conformations [413] and to examine their 

structures. AMBER offers parameter extensions for glycoproteins, glycolipids [414-415], 

lipopolysaccharides [416], lipids [417], proteins, and nucleic acids that are needed to simulate 

the assemblies of all these components. GROMOS, attributed to a united atom framework, 

illustrates an extensive family of carbohydrate FFs for hexopyranose-based saccharides. 

GROMOS engine enabled improved parametrisations to account for essential carbohydrate 

features. Among others, they include parameters for hexopyranose in an explicit solvent 

(GROMOS 45A4 and GROMOS 53A6GLYC) [418], ring conformational equilibria in 

hexopyranose (GROMOS 56ACARBO) [419-421], chitosan and its derivatives (GROMMOS 

56ACARBO_CHT) [422], furanose-based carbohydrates (GROMMOS 

56ACARBO/CARBO_R) [423], and glycan structure simulation in glycoproteins 

(GROMOS96 43A1) [424-425]. The ongoing developments of the all-atom optimised 

potentials for liquid simulations (OPLS) [426-427] FF offers an improvement to correct the 

performance in the estimation of the conformational changes around the glycosidic torsion 

angles and treatment of the carbohydrate-carbohydrate interactions in solution and explicit-

water simulations [428].  
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Recently, Plazinska et al. compared CHARMM, GLYCAM06 and GROMOS in the context of 

their abilities to describe the structural and dynamic features of protein-carbohydrate 

interactions [429]. All the tested FFs seemed to be able to reproduce the crucial CH-p 

interactions, while the magnitude of the predicted total protein-carbohydrate unbinding 

energies varied. The unbinding energy values were either lower (CHARMM) or higher 

(GLYCAM) than the experimental values. However, both FFs displayed a good correlation 

between the experimental and theoretical structural data. GROMOS, on the other hand, had the 

lowest deviation from experimental data in terms of predicted unbinding free energy. Still, the 

correlation between experimental and GROMS-derived theoretical data was lower compared 

to CHARMM and GLYCAM06. The authors concluded that further improvements to the 

parameters describing the protein-carbohydrate interactions are required.  

Lazar et al. observed that conformational collapse of oligosaccharides in the MD simulations 

with GLYCAM06j force field could occur for saccharide chains containing the deoxy sugar α-

L-rhamnose after 400 ns. They concluded that the irreversible collapse involved forming a 

hairpin structure, with a hinge in the middle of the saccharide followed by the stabilisation of 

the hairpin via multiple hydrogen bonds between opposing arms of the chain. At the same time, 

GLYCAM06j recently proved capable of yielding good agreement with the NMR data for the 

conformational ensemble of Arixta, a heparan sulfate-specific pentasaccharide (GlcNS6D–

GlcA–GlcNS3S6S–IdoA2S–GlcNS6S) [430]. 

In terms of CG models for carbohydrates, there have been some developments in the last few 

years. In 2004 Molinaro and Goddard proposed M3B – a pioneer CG model for malto-

oligosaccharide in an aqueous solution [431]. The hexapyranose ring was represented as three 

beads corresponding to C1, C4 and C6 atoms of an atomistic model, while the water molecule 

was represented as a single particle. A 2-body Morse function defined the long-range forces. 

This model was beneficial in studying the water-glucan system. Liu et al. developed a similar 

CG model for a-D-glucopyranose, with each glucopyranose represented as three beads [432]. 

The MARTINI FF was also extended for carbohydrates [383]. Here, the monomeric saccharide 

unit is represented using three beads. The model was applied to amylose and curdlan, which 

resulted in the reproduction of structural properties. Lopez et al. also used this model to 

investigate the mechanical and physicochemical properties of cellulose Ib, including the 

bending resistance of cellulose nanofibers [383]. Yu and Lau developed a CG a-chitin model 

based on the MARTINI FF to examine the longitudinal dimension of chitin fiber, which is 

more than hundreds of nanometers long [433]. Benner et al. developed a CG model for chitosan 
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to explore the effect of the degree of acetylation on its self-assembly in solution [434]. For 

chitosan polysaccharides, another CG model was developed based on a free-energy landscape 

for glycosidic bonds [435]. The model was used to study the equilibrium properties of chitosan 

in solution regarding the degree of deacetylation and polymerisation, ionic strength, and pH. 

Moreover, the MARTINI FF has been applied to investigate the polysaccharides' second virial 

coefficient of osmotic pressure, a thermodynamic solution attribute [436]. In contrast to the 

multi-bead per monomer models, as mentioned above, Srinivas suggested one bead per 

monomer CG model to study the conformations of Ib cellulose [437]. Subsequently, the authors 

presented a CG model for natural cellulose in an explicit water system [438]. Glass et al. 

proposed a residue scale CG model termed REACH (Realistic Extension Algorithm via 

Covariance Hessian) [439]. A single bead represented each monomer, and the associated FF 

was developed through the atomistic simulation trajectory of cellulose fibril in an aqueous 

solution at various temperatures. This model was developed for Iβ cellulose and used to 

characterise its elastic attributes and degradation as a function of length and temperature. In the 

work of Poma et al., a unified CG model for polysaccharides and protein systems was described 

[440]. Here, the glucose unit was represented by a single pseudoatom, similarly to the 

representation of each amino acid residue by one bead at the Ca atom.  

In the case of carbohydrates, the CG scaling is customised according to the nature of the 

concerned question. The CG multi-bead model is suitable for studying various conformational 

states of polysaccharides and other chemical specificity issues. On the other hand, the CG 

models representing a glycosyl residue as a single bead are more effective in investigating the 

structure and dynamics of polysaccharide assembly. The unified CG model for a protein-

polysaccharide system can help explore the process of enzymatic hydrolysis of polysaccharides 

which has essential implications in the biofuel industry.  

 

AA MD simulations of GAGs 

 

The development of sophisticated Molecular Mechanics FFs, especially for GAGs, has been 

the subject of research over the past 50 years, revealing increasingly detailed properties of 

GAGs [441]. GLYCAM FF has an advantage due to the availability of parameters for 

unsaturated uronic acids [412]. However, several studies show that the three commonly used 

FFs (GLYCAM, CHARMM, and GROMOS) yield pretty similar results [412, 418, 442].  
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AA MD is broadly used in the analysis of protein-GAG interactions. Vuorio et al. described 

the formation of the CD-44-HA complex [348]. Microsecond timescale MD simulations of this 

system enabled a proposal of three different binding poses, one corresponding to the 

crystallographic structure. Additionally, it was noticed that, in all three poses, there was one 

particular CD-44 amino acid residue involved in HA binding, and its mutation abolished GAG 

binding. This work provided valuable information about the mechanism of HA binding, which 

might be essential in explaining the role of HA in CD44 activity. AA MD was also deployed 

by Uciechowska-Kaczmarzyk et al. to investigate the effect of HP binding on the conformation 

of the Vascular Endothelial Growth Factor (VEGF) [443]. The authors suggested a stable 

structure of the VEGF-HP complex whose conformation would allow interaction with the 

VEGF receptor, which could be crucial in cell signalling. Another example of deploying AA 

MD is the work of Potthoff et al. Here, the study of GAG binding by PCPE-1 was performed, 

and also, the potential role of Ca2+ in this complex stability was investigated [444]. The findings 

enabled the identification of the GAG-binding domain of PCPE-1. It was also observed that 

long GAG chains might bind stronger than shorter oligosaccharides. Sepuru et al. characterised 

the CXCL5-HS interactions with AA MD simulations [445]. The study indicated that the roles 

of the individual lysines are not equivalent and that helical lysine plays a critical role in 

determining binding geometry and affinity in the CXCL5-HS complex. Moreover, binding 

interactions and GAG geometry in CXCL5 were reported to be novel and distinctly different 

compared to the related chemokines CXCL1 and CXCL8. Krieger et al. applied a comparable 

methodology to study IL-8-HP interactions [446]. The authors proposed a “horseshoe” model 

in which a dimer of IL-8 is bound by HP 24-mer, which interacts with C-helices of IL-8 and 

estimates its stability by analysing root-mean-square deviation (RMSD) for IL-8 and HP. While 

IL-8 dimer was observed to be stable, the RMSD for HP suggested high flexibility of the 

polysaccharide chain and raised the question of whether it might be possible to bind dimeric 

HP, which was further investigated experimentally. These are examples of how AA MD was 

deployed to study protein-GAG systems. It is worth noticing that numerous proteins have been 

analysed with MD in terms of their interactions with GAGs, including: TIMP-3 [301], 

sclerostin [447], matrix metalloproteinase [447], APRIL [448-449], FGFs [450-452], 

endostatin [121], IL-8 [454-457], RANTES [458], IL-10 [459], CXCL14 [460], CXCL12 [461-

462], langerin [452], BMPs [275], LOX [463], cathepsin proteases [464]. Whereas some of 

these studies are purely theoretical, others combine AA MD with experimental methods such 

as NMR, SPR, MS and diverse biochemical and cellular assays. 
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Lately, MD simulations have also been successfully used to provide valuable insight into the 

structure and dynamics of various GAG-metal ions systems. For example, Guevench et al. 

explained the consequences of the sulfation pattern and the binding of Na+, Ca2+, or Mg2+ on 

CS and other GAGs [465-468]. By combining two-dimensional infrared (IR) spectroscopy 

experiments with MD simulations, Giubertoni et al. showed that Ca2+ binding to HA increases 

the flexibility of this GAG [469]. Furthermore, Samantray et al. deployed MD simulations to 

describe the influences of sulfation, salt type, and salt concentration on the structural 

heterogeneity of GAGs [470].  

Some recently published papers report multiple computational studies performed on large 

libraries of GAGs or GAG-mimetics, supporting the high-throughput potential of 

computational approaches to study GAGs and their interactions with proteins. Joshi et al. 

performed a set of MD simulations for a library of HA chains of various lengths complexed to 

hyaluronan lyase [471]. Torrent and colleagues studied an extensive array of HP chains of 

various lengths in silico for their capacity to bind up to 20 different viral, animal and human 

proteins, including sulfotransferase, heparinase, immune system-related proteins, proteins 

inhibitors, cell adhesion proteins, blood clotting components, growth factors and their receptors 

[472]. An extensive computational study of HP and CS of various lengths in complex with 

different angiogenic growth factors, cell surface receptors, chemokines and glycosidases was 

performed [87]. Sankaranarayanan et al. conducted an in silico combinatorial library screening 

consisting of the automated construction of viral GAGs to generate a library of HPs from 2- to 

8-mers examined for their binding to antithrombin and thrombin [473].  

 

CG MD simulations of GAGs  

 

While AA approaches are sufficient to model short GAGs (6-8 units) and their interactions 

[474], CG models are needed to model very long GAGs, which consists of hundreds and 

thousands of monosaccharides block. This is crucial since such long GAGs are present in the 

ECM [68] and guide processes such as the creation of protein gradients [36] or the 

establishment of collagen networks [475]. The first CG model of GAGs, along with the 

respective FF, for use in Monte Carlo simulations was proposed by Bathe et al. [476]. The 

Almond group developed the first model applicable in the MD simulations [477-478], which 

covered HS, HA, CS and DS. This CG model uses empirical energy functions for glycosidic 

linkage and the ring pucker. It has provided previously unseen details of the structure-dynamics 
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relationships of GAGs in the context of PGs [478]. Samsonov et al. developed an alternating 

approach of coining 28 pseudo atoms corresponding to functional groups of 17 different GAG 

residues and a CG parameter set compatible with the AMBER FF. The set consisted of 

naturally occurring GAGs (HP, desulfated HS, CS, DS, and HA) and their artificially sulfated 

derivatives [479]. SUGRES-1P is also being extended to include GAGs [350].  

As an alternative approach to using the CG model, Whitmore et al. proposed using glycosidic 

linkage and monosaccharide ring conformations from unbiased AA explicit-solvent MD 

simulations of short GAG polymers to construct conformational ensembles for GAGs of an 

arbitrary length rapidly. The group developed a dedicated algorithm to generate a library of 

non-sulfated chondroitin from 10- to 200-mer, compared to MD-generated ensembles for 

internal validation [466]. Subsequently, the same approach was deployed to libraries of HA 

and non-sulfated DS, KS, and HS [467].  

 

AA MD for CD 

 

MD simulations are a widely used tool to assess the steric interaction of complexes and predict 

the characteristic of CD-drug interactions either in vacuo or in the solution. The most popular 

FF used to simulate CD-guest complexes are GROMOS96 and CHARMM [480]. Since CDs 

are frequently modified with functional groups, it is essential to use the appropriate FF that can 

compatibly and appropriately account for these modifications in the simulations. Therefore, a 

new strategy called dedicated FF treats the guest molecules with the standard FF and modified 

CDs with the FF containing delocalised atoms since the substituted hydroxyl groups are 

considered [481]. He et al. showed that amphotericin B (AmB) makes a steady complex with 

g-CD through the inclusion of the macrolide ring into the CD hole, whereas the guest ring 

cannot enter the b-CD because of spatial restrictions [482].   

AA MD simulations have been deployed, mainly combined together with other computational 

and experimental techniques, to inspect the interaction mechanism of CD-guest molecules from 

different sites. Here are some examples of how previously mentioned (Section 1.2.3) 

characteristics of CDs and inclusion complexes can be monitored by AA MD simulations. 

• Water solubility. The inclusion complex formed by different kinds of CDs possess 

different water solubility. The application of computational tools may rationalise the 

selection of CDs. β-CD and its derivatives are used extensively due to their low cost 

and effectiveness. Since γ-CD has a larger cavity and higher solubility, its inclusion 
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effect is better compared to β-CD when the volume of the guest is relatively large. 

Through molecular docking and MD simulations, da Silva and dos Santos found that 

the binding effect of cannabidiol with γ-CD was significantly higher than that with β-

CD [483].  

• Transportation of active substances. MD simulations can assist in modelling the 

inclusion penetration process of the membrane and analyse the main driving forces. 

Hotarat et al. simulated a process of the inclusion compounds formed by α-mangostin, 

β-CD and DM-β-CD. The authors identified the relationship between time and 

penetration distance of β-CDs, α-mangostin, and inclusion compounds via triplicated 

MD simulations. The changes in hydrogen bonds, van der Waals, and electrostatic 

interactions also revealed the α-mangostin penetration process and the release profile 

from β-CDs [484]. Another study by Zhao et al. applied molecular docking and MD 

simulations to examine CD-rutin inclusion complexes [485]. They reported that the α-

CD cavity was too small to encapsulate lutein. In contrast, the large diameter of γ-CD 

allowed for the free rotation of lutein, leading to weak interactions in the γ-CD-lutein 

complex. The hydroxypropyl group in HP-β-CD spatially hinders lutein’s free rotation, 

so the γ-CD-lutein inclusion complex had the highest binding energy. The CD-lutein 

transportation system effectively promotes lutein absorption and improves its 

biological activities. 

• Anticancer activity. Caffeic acid phenethyl ester (CAPE) and its derivatives have 

specific cytotoxic effects on cancer cells. With molecular docking and MD simulations, 

Wadhwa et al. discovered that CAPE binds to the glucose regulatory protein (mortalin) 

and occupies most of the binding site of p53 [486]. Furthermore, the data revealed that 

the generation of an inclusion complex with γ-CD could compensate for the instability 

of CAPE. Mansonone G (MG) has a potential antitumor effect on malignancy. The 

inclusion process of β-CD with MG was examined by molecular docking and MD 

simulations [487]. The docking results revealed that the β-CD-MG complex could have 

two configurations with the aromatic ring (A-ring) or quinone ring (Q-ring) of MG 

entering the β-CD cavity. MD simulations verified that only the configuration with the 

A-ring entering the CD cavity was stable. 

• Antibacterial activity. Cinnamaldehyde indicated inhibitory effects on the growth of 

Aspergillus niger, Penicillium and Rhizopus. Using molecular docking, Sun et al. 

established that the benzene ring of cinnamaldehyde was partially embedded in the 
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cavity [488]. At the same time, the carbonyl group from cinnamaldehyde formed a 

hydrogen bond with the hydroxyl group of CD, stabilising the complex structure. MD 

simulations revealed that modifying the hydroxyl group of β-CD could improve CD's 

inclusion ability and cinnamaldehyde's antibacterial activity. Among them, the DM-β-

CD-cinnamaldehyde complex proved to be the most successful one. 

• Bitterness masking. The phenols in olives and olive oil effectively repair the damage 

caused by reactive oxygen species, but they are known for their undesirable bitterness. 

Both β-CD and caffeine can form inclusion complexes with these phenolic compounds. 

Rescifina et al. conducted MD simulations of these two inclusion complexes using the 

CHARMM27 FF [489]. They established that β-CD and phenolics formed inclusion 

complexes in a 1:1 ratio. However, the binding constants of the CD-phenol inclusion 

complexes were 10−40 times higher than those of the caffeine-phenol complex. 

• Facilitating compound extraction. A high-performance liquid chromatography study 

confirmed that α-CD, β-CD, and γ-CD improve the extraction of ephedrine and 

berberine from traditional Chinese medicine, with β- and γ-CD being the most effective 

[490]. MD simulations were used to investigate the inclusion conformations of 

ephedrine with α-CD, β-CD, and γ-CD using MD. The authors reported that ephedrine 

penetrated the CD cavity and that the benzene ring was oriented toward CD's primary 

or secondary hydroxyl group. Compared with α- and γ-CD, the β-CD cavity had a 

moderate volume, and the ephedrine was tightly packed, thus effectively increasing the 

dissolution rate of the ephedrine. 

 

CG MD for CD 

 

There are a few examples of CG MD simulations used to study CD-containing systems. These 

studies consisted either of classic host-guest interactions or more complex membrane-including 

systems. Wang et al. studied b-CD and adamantane. The CD structure was represented by two 

bead types: hydrophilic and hydrophobic. The reason for using CG MD was to investigate a 

multiblock copolymer. Lopez analysed the inclusion of cholesterol molecules into the CD 

combined with the simultaneous CD-dimers adsorption on the membrane/water interface 

[491]. They implemented the CG MD approach to validate whether cholesterol can be extracted 

more readily from a liquid-disordered phase than a liquid-ordered one. The CG systems 

contained the planar lipid bilayer and a small liposome. Cieplak described the binding of small, 
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functionalised dendrimer molecules to b-CD-terminated self-assembly monolayers [492]. The 

formerly performed all-atom MD simulations of the same system were deployed as a basis for 

using the longer timescales in the CG MD approach. Interestingly, Škvára and Nezbeda used a 

similar concept a decade later [493]. They performed all-atom MD simulations of methanol 

systems that consisted of racemic ibuprofen and b-CD to use those results for the later 

development of CG models.  
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2.2.4. Binding free energy calculations 

 

This section discusses the recent developments and applications of MD to calculate binding 

free energy that is fundamental for the analysis of receptor-ligand complexes. Through the 

deployment of absolute alchemical methods, linear interaction energy (LIE), umbrella 

sampling (US), Molecular Mechanics-Poisson Boltzmann Surface Area (MM-PBSA), 

Molecular Mechanics-Generalized  Born Surface Area (MM-GBSA), researchers can evaluate 

biomolecular interactions that drive molecular recognition at atomic resolution in terms of their 

binding free energies.  

Free energy perturbation (FEP) was introduced by Robert W. Zwanzig in 1954 [494]. The 

energy difference between states A and B is calculated according to the following equation (9): 
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where kB is Boltzmann’s constant and T is the temperature. The triangular brackets denote an 

average over a simulation run for state A. In the FEP method, the free energy difference 

between states A and B is evaluated with the Zwanzig equation (10): 
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		(10) 

  

where VA and VB are potential functions of the states A and B, triangular brackets denote the 

Boltzmann-weighted ensemble average generated according to the potential role of the 

corresponding state. Equation (9) indicates that the potential energy differences can be 

averaged over an ensemble generated using MD simulations that start from either state A or 

state B, thus allowing us to estimate the convergence by comparing free energy results between 

the forward and backward transformations. This approach is expected to be numerically 

accurate only when the energies of the initial and final states of the system differ only slightly 

so that one state might be regarded as a perturbation of the other. In a practical analysis, the 

FEP is broken down into multiple small steps (or windows) by simulating the transition from 

A to B via intermediate states and integrating along this pathway. FEP is a reliable method for 

predicting pKa constants [495], describing solvent effect [496] and is used in the virtual 

screening of ligands in drug design [497]. In GAG-containing systems, FEP was utilised to 
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estimate the GAG binding affinity of the antithrombin-HP pentasaccharide complex [498] and 

the FGF1-HP pentasaccharide complex [499]. However, this method might not be appropriate 

when considerable structural alterations occur, so better sampling should be deployed [498].  

Linear interaction energy (LIE) was proposed by Aqvist et al. in 2001 [500]. Here, the binding 

free energy is estimated as a linear function of electrostatic and van der Waals interaction 

energies as described in the equation below (11): 

 

∆𝐸$95 = 𝛽J𝐸!(:;&<)< − 𝐸=><<<)< K + 𝛼J𝐸!(:;&?&@ −𝐸=><<?&@K + 𝛾  (11) 

 

Where the a and b parameters are van der Waals and electrostatic scaling factors, respectively, 

that may have different values in water and protein environments, while g is a constant free 

energy term. 𝐸'(>)*%/% and denotes electrostatic interactions of bound and free (unbound) state, 

and 𝐸'(>)*?*@  and 𝐸A$%%?*@ denote van der Waals interactions in bound and free (unbound) states. 

In addition, the difference in solvent-accessible surface area between the bound and free state 

of the ligand might be introduced to the LIE scheme [501-502] (12): 

 

∆𝐸$95 = 𝛽J𝐸!(:;&<)< − 𝐸=><<<)< K + 𝛼J𝐸!(:;&?&@ −𝐸=><<?&@K + 𝛾J𝑆𝐴𝑆𝐴!(:;& −

𝑆𝐴𝑆𝐴=><<K  (12) 

 

where SASA is a solvent-accessible surface area term. While performing a classical (unbiased) 

MD, the analysed systems might get trapped in a local minimum. Therefore, no other local 

minima in the potential energy surface (PES) are explored, even if an extensively long MD was 

performed [503-504]. Consequently, no transition state could have been observed and 

described in terms of its energetic characteristics. An external force must be applied to drag the 

system over the energy barrier to another local minimum to tackle this problem. For this reason, 

Torrie et al. proposed US in 1977 [505]. This method simulates the biochemical processes 

(e.g., ligand binding) by choosing a reaction coordinate(s) of interest (e.g., distance or angle). 

The range of selected coordinate(s) is split into windows, in which MD simulations are 

performed with biasing potential enforced on the reaction coordinate(s). The windows cover 

the analysed range of reaction coordinates and overlap with adjacent windows, assuring proper 

sampling over this coordinate. As the last step, the outputs from all windows are processed 

simultaneously by Weighted Histogram Analysis Method (WHAM) [506-507] or umbrella 
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integration to remove biasing potential. Consequently, the potential of mean force is 

constructed, which is the free energy profile along the chosen coordinate.  

Another popular technique to estimate free energy binding is MM-PBSA (Molecular 

Mechanics-Poisson Boltzmann Surface Area) [508] and its approximation MM-GBSA 

(Molecular Mechanics-Generalized Born Surface Area). Here, the energy difference between 

the unbound and bound state is computed while considering the presence of a solvent. These 

calculations are performed with the implicit solvent model to avoid the direct impact of 

explicitly described solvent-solvent interactions that could lead to high energy fluctuations. In 

MM-PBSA, the solvent is described by the Poisson-Boltzmann equation (13):  

 

∆𝐺<) =
A
B
∑ 𝑞*J𝜙C()(𝑟*) − 𝜙?/D(𝑟*)K*   (13) 

 

where 𝜙+(/ is the electrostatic potential of the solute atomic partial charges 𝑞1 in an 

environment corresponding to the region inside the molecular surface (as determined by atomic 

coordinates, radii, and probe sphere radius), and the outer part has a dielectric constant of 1.0 

and ew, respectively. 𝜙?-B denotes the electrostatic potential of the exact solute charges in 

vacuo.  

MM-GBSA method deploys the approximation of the Poisson-Boltzmann equation (14): 

 

∆𝐺<) ≈ ∆𝐺E2 = −∑ F3
4

BG3
C1 − A

H5
D − A

B
∑ 𝑗*I,**

F3F6
=7+K>36,G3,G6L

C1 − A
H5
D  (14) 

 

where DGel is the electrostatic component, DGGB is the reaction field component, Ri and qi 

correspond to the effective Born radii and charges of the atoms i, respectively, 𝜖C is the 

dielectric water constant and the Generalized Born (GB) function, fGB is (15): 

 

𝑓E2 = U𝑟*IB + 𝑅*𝑅I𝑒𝑥𝑝J−𝑟*IB 4⁄ 𝑅*𝑅IKX
A B⁄

 (15) 

 

as the Born radii of atoms i and j decrease, the effective distance between the atoms fGB 

increases. The electrostatic contribution to solvation free energy by either Poisson-Boltzmann 

or Generalized-Born is summed with the hydrophobic contribution term to get the complete 

solvation-free energy. The great advantage of LIE and MM-PBSA/GBSA is that they sample 
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only the configurational space of the initial and final states of the binding reaction, which 

drastically increases the efficiency of the calculations relative to the more rigorous approaches. 

However, the quality of their prediction has been questioned since the accuracy of LIE depends 

on a set of empirical and typically non-transferable parameters, while that of MM-PBSA is 

limited by evaluating the solvent contribution by continuum electrostatics. 

As a next step, binding free energy (∆𝐺?-B>>4; ) is computed to include interaction energy 

between the receptor and ligand (DE0) and the entropy change (TDS0) upon binding if required 

(16). 

 

∆𝐺?/D:11- = ∆𝐸1()<D:)/>		1<DO/;*DC- − 𝑇∆𝑆- (16) 

 

Assuming biological systems behave like a rigid rotor model, the translational and rotational 

entropies can be computed with standard statistical mechanical formulae. Subsequently, 

vibrational entropy contribution can be approximated with one of two methods: normal mode 

(NM) or quasi-harmonic (QH) [509-510]. In the NM approach, the vibrational frequencies of 

normal modes can be verified at various local minima of the potential energy surface [511]. 

Generally, for large systems, NM calculations are computationally demanding since they 

require the minimisation of each frame, building the Hessian matrix, and diagonalising it to 

achieve the vibrational frequencies (eigenvalues). Due to the Hessian diagonalisation, NM 

calculations scale roughly (3N)3, where N is the number of atoms in the system. This approach 

allows for more accurate results but is computationally expensive and prone to a large margin 

of error, leading to significant uncertainty in the results [508, 512].  

On the other hand, the QH approach can be used, where the eigenvalues of the mass-weighted 

covariance matrix constructed from every ensemble member can be approximated as 

frequencies of global, orthogonal motions. Although the QH technique is less computationally 

costly, a considerable number of either frame or ensemble members are required to extrapolate 

the asymptotic limit of the total energy for each ensemble, which in turn, increases the 

computational cost of the original simulation [513]. Relative free energy calculations between 

related systems (for example, binding similar ligands to the same protein) often assume the 

same solute energy for each system, thereby eliminating the requirement to calculate them 

explicitly [508]. In addition, the entropy contributions are frequently disregarded due to their 

high computational cost, and the obtained entropy values are much higher than expected, 
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particularly for protein-GAG complexes [509]. Finally, the binding free energy is obtained 

upon calculating binding free energy in vacuo and solvation energy (17): 

 

∆𝐺!*;&,C()?- = ∆𝐺?/D::1- + ∆𝐺C()?,D(1')<P- − J∆𝐺C()?,)*Q/;&- + ∆𝐺C()?,><D<'0(>- K 

 

MM-PBSA and MM-GBSA were used to study protein-GAG, drug-GAG, drug-CD, and BSA-

drug systems. Particularly for calculating binding free energies in PCPE-1 [444], VEGF-A 

[443], TIMP-3 [301], matrix metalloproteinases [448], FGF-2 [514], IL-8 [457], sclerostin 

[447], BMP-2 [275], ellipticine [515], and thioflavin T [516]. MM-PBSA and MM-GBSA were 

also used to investigate chiral discrimination of ibuprofen isomers in b-CD [517], chelate effect 

in CD dimers [518] or encapsulation mechanism of a-mangostin by b-CD [519]. The method 

was also deployed to characterise BSA-(oxidovanadium(IV)-salphen) [520], BSA-

naphthalamide-polyamine derivatives [521], and different flavonoids and BSA [522]. 

Recently, Marcisz et al. investigated the methodological aspects of binding free energy analysis 

by MM-GBSA and LIE when applied to protein-GAG complexes [449]. To verify their results 

and evaluate both approaches, they extensively investigated the statistical relevance of the data 

from free energy calculations for APRIL protein complexes with tetrameric and hexameric 

GAGs. The authors concluded that 10 ns simulation in the case of APRIL-GAG or a similar 

system in size and interaction patterns is sufficient for analysing the MD trajectories, especially 

when working on a bigger data set (50 trajectories per complex). Additionally, it is 

recommended to rather increase the number of MD runs than elongate them, as was previously 

advised by Genhenden and Ryde for other molecular systems [523].  Finally, it was reported 

that the MM-GBSA yielded more statistically reliable results than LIE, whereas the LIE 

method is substantially less computationally expensive. However, MM-PBSA/GBSA binding 

free energies are overestimated because of the application of MM calculations. Therefore, more 

precise QM calculations might be performed to improve these inaccuracies. This technique is 

called QM-PBSA/GBSA [523] and was used in CD (and their derivatives)-containing systems: 

two flavanones, hesperetin and naringenin, by complexation with β-cyclodextrin (β-CD) and 

its methylated derivatives (2,6-di-O-methyl-β-cyclodextrin, DM-β-CD and randomly 

methylated-β-CD [525-528].   

 

 

 

(17) 
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2.2.5. Challenges of molecular modelling of GAG and metal ions-containing systems 

 

While computational approaches offer many advantages to scientists, including reduced costs 

of experiments, no need for sophisticated equipment, and the capability of inspecting the 

analysed systems at the atomic level unfeasible for the experiments, they have limitations that 

researchers shall not disregard. Since every investigated system has peculiarities, particular 

computational challenges must be considered. 

 

Challenges of modelling GAG-containing systems 

 

• GAGs possess great conformational freedom [530]. The longer the polysaccharide 

chain, the greater the number of degrees of freedom and the longer and more expensive 

the required calculations. 

• Pyranose GAG rings (especially IdoA(2S)) undergo conformational changes. The chair 

and skewed conformations dominate [477], which might correspond to different 

binding free energies in complexes with interacting partners [514].  

• GAGs interact with LYS and ARG's long flexible positively-charged side chains, 

contributing to the increase of the conformational space [531].  

• Electrostatically-driven interactions are dominant between GAGs and proteins 

[532]. Therefore, the proper treatment of electrostatics is required. 

• GAGs interact abundantly with solvent, essential for these polysaccharides' structure 

and biological function [533] and their interactions with proteins [498, 534].  

• Sulfation code is still not understood [535]. The distribution of sulfate groups within a 

disaccharide unit and countless combinations of these units in a chain affect GAG’s 

structural and dynamic properties, molecular recognition, and biological activity [536].  

• Multipose binding is a feature of GAG-containing complexes. GAGs can bind to their 

protein target at the same binding site but in different poses with similar binding free 

energies [537-539].  

 

Paiardi et al. summarised a distribution of computational studies among GAGs; almost half 

concerned HP [540],  followed by CS > HS > HA > DS > KS. It can be explained, given the 

large array of biological functions played by HP and the significance of the design of HP-like 

drugs for the treatment of coagulation disorder, abnormal inflammatory or immune responses 
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and angiogenesis-dependent diseases. Moreover, the HP structure is more homogenous than 

any other GAGs and is more easily accessible. Therefore, in both computational and 

experimental studies, HP is often used as a structural analogue of HS/HSPGs. Surely, this has 

lowered the number of computational studies of HS, resulting in the number being significantly 

lower than that of studies of HP despite the former being more biologically relevant than the 

latter.  

 

Challenges of modelling metal ion-containing species 

 

• High angular momenta atomic orbitals. Due to the presence of d and/or f orbitals in 

transition metals (TM) ions, they possess more electrons and more complex shapes of 

the orbitals, which leads to more complex chemical bonding characteristics than the 

ones parameterized within molecular mechanics spherical formalism.  

• Electronic state degeneracy. TM ions have complex electronic structures with various 

spin states possible with relatively close energies.  

• Multiple oxidation states. A given TM ion can have multiple oxidation states that could 

be dynamically altered. For instance, Mn possesses oxidation states between +2 and +7, 

with +2, +4 and +7 being the most common. The higher oxidation states lead to a highly 

charged system with distinct long-range effects that require appropriate treatment.  

• Complex chemical bonding and multiple coordination numbers (CNs). TM-containing 

species have more sophisticated chemical bonding patterns than their organic 

counterparts, resulting in their capability to possess a dynamic and flexible coordination 

environment. Whereas the CNs are pronounced for the leading group of metal elements, 

the more ionic chemical bonding character leads to higher and more diverse CNs 

compared to the main group of nonmetal elements. Ca2+ comprises CNs that span from 

5 to 10 in an aqueous solution [541]. The higher value of CN corresponds to the higher 

number of compounds coordinating this metal centre. Due to flexible bonding, it is 

laborious to simulate various chemical bonds with just one modelling strategy/FF set 

of parameters.  

• Experimental shortcomings. Limited experimental data about TM species slow the 

development of accurate theoretical methods needed for proper ion parameterisation. 

• Polarisation. The charge on TM is not constant and is affected by factors like the 

environment, the nature of coordinated ligands, and the oxidation state of the TM. The 



 
 

 

67 

electronic cloud is usually distributed nonsymmetrically around the TM ion and can 

further change and redistribute in response to changes in the surrounding. There is no 

general solution to date on representing TM in molecular FF; therefore, it is still a 

matter of ongoing research and development [542].  

 

In addition to the challenges mentioned earlier, another difficulty with modelling metal ion-

containing systems remains the question of what ion parameters should be used. In the case of 

most ion models in molecular mechanics, they are simple spheres. There are only three basic 

parameters for a given ion in a spherical representation: the charge and the two parameters 

describing the Lennard-Jones potential. The charge is fixed to the actual value for the ion (i.e., 

+2 for calcium or magnesium), and the Lennard-Jones parameters are chosen to reproduce the 

experimental hydration free energy. The more advanced cationic dummy atom model (CDAM) 

was proposed, initially for the Mn2+ [543] and then extended to other metal ions. Nowadays, 

the parameters of this type are available for the Ca2+ and Mg2+ and some 3d TM ions, including 

Co2+, Cu2+, Fe2+, Ni2+, and Zn2+. There are no CDAM parameters for monovalent ions because 

the nonbonded model is accurate enough for most scenarios. In the CDAM representation, 

several dummy sites are connected to the central metal ion. The number of dummy sites varies 

depending on the coordination number of the investigated metal ion. Duarte et al. indicated 

that CDAM simultaneously reproduces experimental hydration free energy (HFE) and ion-

oxygen distance of the first solvation shell (IOD) and therefore provides an improvement over 

nonbonded models [544]. 

On the other hand, although CDAM possesses more centres, it does not automatically guarantee 

better results than standard (12-6 LJ) nonbonded metal ions [545]. The nonbonded model 

allocates an integral charge of the metal ion in a single centre. In contrast, the CDAM model 

approach distributes partial charges to the dummy sites, which may decrease the interaction 

strength between the ion and specific residues. An assumed CN is assigned to the ion; the 

CDAM may not be able to simulate processes involving CN changes.  

CDAM parameters were developed for Ca2+ and Mg2+ by Saxena and Sept [546]. The 

pentagonal bipyramid is the most prevalent geometry for Ca2+ sites in biological systems. 

Therefore, seven dummy sites were placed around the central nuclei, whereas an octahedral 

geometry was used for the Mg2+. Here, the dummy sites have uniform charges, while the central 

core is treated as neutral (Figure 5).  
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Figure 5. Calcium ion models. A simple sphere (left) is substituted with the distributed charge 

centres to multiple sites depending on the coordination geometry of the ion (right). The figure 

was adapted from Saxena and Sept's work [546].  

 

The parametrisation attempts aimed to reproduce the experimental HFEs and also managed to 

reproduce experimental radial distribution functions (RDFs). Based on their calculations of 

relative binding energies of Ca2+ and Mg2+ to various systems, they demonstrated that the 

CDAM model outperformed all tested nonbonded models. In the following study, Saxena and 

Garcia refined the initial CDAM parameters for Ca2+ and Mg2+ since the original parameters 

could not simulate solutions with high salt concentrations. Duarte and others proposed CDAM 

parameters for Mg2+, Fe2+, Co2+, Ni2+ and Zn2+. They used an octahedral geometry with every 

dummy site assigned a +0.5e charge and every nucleus with -1.0 e, respectively [544].  

In the case of ions with strong ionic characteristics (e.g., Na+, K+, F-, Cl-, Ca2+), the electrostatic 

term dominates its interactions with surrounding ligands. Li and Merz recommend using a 

nonbonded approach, including electrostatic and VDW interactions for these ions. In contrast, 

charge scaling might be required to reproduce better structural and dynamic properties under 

high salt concentrations [547]. There are a few classifications for nonbonded models: (a) The 

commonly used 12-6 nonbonded model usually provides excellent results for the alkali metal 

ions (except Li+). This is because the partial charges on these ions are close to the formal charge 

(+1e), making a point charge a proper representation. (b) The CDAM, 12-6-4, Drude oscillator 

(DO), induce dipole moment (IDM), and ligand field molecular dynamics (LFMM) models are 

recommended to use for the remaining monovalent ions and divalent ions. This is because the 

12-6 model fails to account for these ions' non-negligible polarisation and charge transfer (CT) 
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effects, making it challenging to reproduce multiple properties simultaneously. In the 

meantime, the models listed above incorporate the polarisation and CT interactions to some 

extent and offer significant improvement.  (c) The 12-6-4 and induced dipole moment (IDM) 

are suggested for highly charged ions.  

Accurate modelling of metal ion-containing systems, especially TM ones, is still challenging.  

Experimental studies, novel models and algorithms, advanced software development and 

rigorous application studies are crucial to further research in this area. The lack of experimental 

data holds back theoretical analysis of metal-containing systems. With more and better-quality 

experimental data, computational models (QM and MM) could be better parametrised. 

Additionally, with extensive experimental information available, benchmark studies to better 

understand the pros and cons of existing models can be performed to guide the development of 

the next-generation models. 

Furthermore, it is essential to develop models that better encapsulate the physics of metal-

containing systems at an affordable cost. For instance, models that accurately represent the 

structural dynamics of metal centres and bond-breaking/formation processes are needed to 

model TM-containing systems accurately. Advanced algorithms that bridge the gap between 

QM and MM models are required. Lastly, software development also plays a pivotal role in 

facilitating model development, enabling the rapid prototyping of various models to examine 

their applicability to a given problem.   
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3. Goals of the research 
 

The main goal of my PhD research was to characterise the role of ions in carbohydrate- and 

protein-containing systems by computational approaches. To do this: 

• the theoretical tools were applied to several chosen biologically relevant systems, 

• novel protocols were developed and tested to model these systems more efficiently. 

The Thesis is divided into several parts, each addressing particular questions: 

 

1. Protein-ion-GAG and GAG-ion molecular systems 

 

- How are the most commonly deployed molecular modelling tools accurate and sensitive 

to investigate protein-ion-GAG systems?  

- How do ions and their different parameters affect HP's structural and dynamic 

properties? 

 

2. The CD-ion molecular systems 

 

- How does the alkyl chain length affect the CD-SXS interactions (where X=8,10 and 12 

denote the number of carbon atoms in the alkyl chain of the sulfate)? 

- Can we predict/propose the mechanism of the entrance of the ion into the CD cavity 

using MD-based approaches? 

- How does an initial SXS orientation affect the formed inclusion complex? 

 

3. The BSA-containing molecular systems 

 

- Can we observe the influence of various experimental conditions (pH and temperature) 

on the BSA-SDS interactions in the MD simulation? 

- How powerful are the MD-based methods to localise binding sites for particular BSA-

ligand systems? 

- How can computational tools help account for the ligand displacement from BSA to 

HSA (human serum albumin)?  
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4. Summary of the publications included in the PhD Thesis 

 
The following section consists of short summaries of publications included in my PhD Thesis. 

Each unit is dedicated to a particular study, and detailed results are included at the end of this 

PhD Thesis as full-length publications.  

 

4.1. Computational insights into the calcium ions role in protein-glycosaminoglycan 

systems [D1, from here on D with indices corresponding to the manuscript included 

in my PhD Thesis and listed after the Literature section]. 

 

In this work, a computational study was performed to inspect the impact of calcium ions (Ca2+) 

in annexin-Ca2+-HP systems. Annexins belong to the family of homologous proteins that are 

widely distributed and ubiquitous in eukaryotes; they are involved in many physiological 

processes, including apoptosis, cell signalling, ion transport,  homeostasis, and membrane 

trafficking [548-552]. Most functional properties of annexins are attributed to their 

characteristic ability to bind to membrane phospholipids and other anionic polymers, including 

GAGs, in a Ca2+-dependent manner [553]. The HP-binding properties of the annexin II tetramer 

have been investigated, and a potential HP-binding site was identified [223]. Several in vitro 

studies reported and described the binding of GAGs, including HP, to annexins IV, V, and VI 

[554-557] and confirmed that this family of proteins expresses different GAG preferences, and 

that GAG binding may be Ca2+-dependent. So far, there are only three available crystal 

structures of both annexin V and II with HP, including Ca2+ and characterised binding pockets 

(PDB ID: 1G5N, 2HYU, 2HYV). This fact served as a motivation to perform this 

computational study. The goal was to get a deeper insight into protein-ion-GAG interactions 

using in silico approaches and to verify the accuracy and sensitivity of the most commonly 

deployed molecular modelling tools in the investigated annexin-Ca2+-HP systems. As a first 

step, the electrostatic potential maps for annexin V and II were calculated in the presence and 

absence of Ca2+. The obtained results revealed that in both cases, the lack of Ca2+, as expected, 

notably affected the electrostatic potential in the proximity of the protein’s surface, which 

would consequently reduce the strength of protein-GAG interactions (Figure D1). Molecular 

docking was performed to investigate whether AutoDock3 can recognise GAG binding sites 

(reported by the crystallographic studies) for annexins V and II. Additionally, the novelty of 

this work aimed to determine whether the removal of the chosen Ca2+ can impact the protein-
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GAG interactions and whether AutoDock3 is sensitive enough to account for that. The most 

representative structures of annexin V/II-HP complexes have been calculated-obtained and 

used for further MD and free binding energy analyses. As an alternative to AutoDock3, I tested 

a new approach of replica-exchange MD with repulsive scaling. Initially, this method was 

developed for protein-protein complexes [351] and applied to various protein-GAG systems 

[352]. I also included an MM-GBSA vs LIE comparison study for various protein-

GAG/alginate systems to determine whether a linear relationship between these two end-point 

methods could be established. Although the analysis confirmed a significant correlation 

between MM-GBSA and LIE, it strongly depends on the investigated system. Finally, the HP 

dissociation pathway was examined using the Umbrella Sampling approach in the presence 

and absence of Ca2+.  

To sum up, this study presented a systematic and detailed description of the annexins-HP 

interactions, which enabled a better understanding of the presence of Ca2+ in the investigated 

complexes. Reported findings indicate the limitations of the computational methodologies 

applicable to protein-GAG systems and contribute to the common knowledge of the 

physicochemical basis underlying the interactions between proteins, ions, and GAGs, as well 

as their potential specificity.  

 

 

Figure D1. X-ray structures of annexins V and II (PDB ID: 1G5N and 2HYV, respectively), 

protein: grey cartoon, HP dp4: licorice, Ca2+: blue VDW spheres. Electrostatic potential 

isosurfaces were calculated in the presence and absence of Ca2+ and are illustrated by surface 

representation (red, -4 kcal mol-1e-1; blue, +4 kcal mol-1e-1, respectively).  
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4.2. Impact of calcium ions on the structural and dynamic properties of heparin 

oligosaccharides by computational analysis [D2] 

 

This work aimed to elaborate on the findings reported in D1. In this study, I characterised the 

structural and dynamic properties of HP oligosaccharides of various lengths (dp10 and dp18) 

by performing an extensive computational analysis of these HP molecules to investigate the 

impact of Ca2+ on the oligosaccharide conformation in a microsecond-timescale MD 

simulation. Since one of the key challenges in modelling protein-ion-GAG or GAG-ion 

interactions is the choice of the appropriate parameters for ions and the limited knowledge of 

their influence on specific ion effects, two models, namely spherical (referred to as type I) and 

cationic dummy atomic model (CDAM, referred to as type II) were used to account for their 

differences in HP-Ca2+ interactions [D2]. 

In this in-depth computational analysis, I concentrated on investigating the radius of gyration 

(Rg), sugar ring puckering, the distribution of dihedral angles, per-residue root mean square 

fluctuations, fractions and lifetimes of intermolecular hydrogen bond and thermodynamic 

parameters of HP molecules. Additionally, I monitored the coordination of Ca2+ to HP’s 

coordination partners: 2 types of sulfate groups (NS and 6S) from GlcMS6S and one sulfate 

(S) and one carboxylate group (C6) from IdoA(2S). Based on the MD analysis, I concluded 

that the flexibility of the monosaccharides, the glycosidic linkages and ring puckering were not 

significantly affected by the presence of Ca2+ in contrast to H-bond propensities and the 

theoretically determined Rg for a fraction of the oligosaccharides’ populations in both HP dp10 

and HP dp18. Furthermore, the findings indicated the crucial importance of the Ca2+ parameters 

for modelling protein-HP interactions involving Ca2+ and highlighted the limitation of the 

currently available parameters to model binary (GAG-ion) and ternary (protein-ion-GAG) 

complexes. Nevertheless, increased accuracy and amount of structural data, as well as further 

computational and experimental analyses of other GAG-ion systems, are required to draw valid 

conclusions about the most appropriate divalent ion parameters for modelling ion-dependent 

protein-GAG interactions.  
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Figure D2. A: Starting structure for HP dp10 in the presence of Ca2+ type I (left) and final 

structure after 5µs MD simulation. B: Starting structure for HP dp10 in the presence of Ca2+ 

type I (left) and final structure after 5µs MD simulation. 
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4.3. Affinity and putative entrance mechanism of alkyl sulfates into the b-CD cavity [D3] 

 

This computational study complemented the experimental analysis of interactions between b-

cyclodextrin (b-CD) and three anionic surfactants of different alkyl chain lengths [D3]. 

Cyclodextrins (CDs) are novel pharmaceutical excipients and are extensively used in the 

pharmaceutical industry and drug delivery because of their ability to form host-guest 

complexes. Numerous structural features of guest molecules are responsible for the efficiency 

of guest–CD interactions. Among these factors, a guest's hydrophobic moieties and size are 

commonly considered to govern its binding affinity to CD molecules. Nevertheless, it is often 

challenging experimentally to extract structural and dynamic information at the atomic scale 

about CD inclusion complexes, and that is when MD simulations prove useful.  

The surfactants chosen for this study were sodium dodecyl sulfate (S12S), sodium decyl sulfate 

(S10S) and sodium octyl sulfate (S8S). This set allowed us to assess the effect of the length of 

the hydrophobic carbon chain of the guest on the stability of inclusion complexes and the 

binding mode of the guest molecules, as well as on the detailed mechanism of the complex 

formation.  

The study showed that the thermodynamic stability of the investigated complexes increased in 

proportion to the elongation of the guest alkyl chain. Both experimental and computational 

analysis revealed that apart from the hydrophobicity, electrostatic and van der Waals 

interactions should be considered when investigating a structure-based host-guest complexes 

design. The contribution of electrostatic interactions is more pronounced for the shorter alkyl 

chain sulfates. In contrast, van der Waals's interactions were essential for the complexation 

efficiency of the long-tail guests. Moreover, four putative mechanisms of alkyl sulfates’ 

entrance into the β-CD cavity were proposed and inspected for the first time by MD-based 

computational approaches (Figure D3). Although a different entrance mode leads to different 

types of inclusion complexes, it can be presumed that the resulting complexes exist in a 

conformation equilibrium. 

In conclusion, this work describes how the size of hydrophobic guest moiety affects the host-

guest complex formation, proposes potential entrance mechanisms, and highlights the 

predictive power of computational approaches. All above could contribute to successful and 

faster drug design concerning β-CD. 

 

 



 
 

 

76 

 

Figure D3. A: host (b-CD) and guest (S8S). B: Four potential mechanisms for a guest to enter 

β-CD: S1 = S-end first via primary cavity, C2 = first via secondary cavity resulting in Complex 

1; C1 = C-end first via primary cavity, S2 = S-end first via secondary cavity resulting in 

Complex 2. For clarity, the colour of the guest molecule in Complex 1 and Complex 2 was 

changed compared to the unbound guest, and hydrogen atoms were omitted.  
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4.4. Physicochemical nature of sodium dodecyl sulfate interactions with bovine serum 

albumin revealed by interdisciplinary approaches [D4] 

 

In this work, computational approaches were deployed to inspect the impact of pH and 

temperature on the interactions between sodium dodecyl sulfate (SDS), a common anionic 

surfactant, with bovine serum albumin (BSA) and to localise potential binding sites.  

Surfactants are the subject of interest to many researchers due to their countless applications in 

industry, technological applications, and developments in life sciences. Furthermore, much 

attention has been paid to the studies of surfactant interactions with biologically relevant 

macromolecules such as proteins. Because surfactants tend to self-associate and form ordered 

structures (micelles), their concentration was kept below critical micelle concentration. Due to 

the presence of two tryptophan (TRP) residues in the BSA structure (TRP 134 and TRP 213), 

fluorescence spectroscopy was applied to localise the first binding site next to TRP 134 

successfully. First, I performed molecular docking simulations to localise potential binding 

sites at two different pH values (5 and 7). However, this analysis did not show any conclusive 

results. Therefore, I conducted MD simulations for four systems (pH: 5 and 7, temperature: 

290 and 300 K) where the surfactant molecules were initially placed randomly around the 

protein. This approach allowed me to identify the potential “second” binding site, which was 

more pronounced at lower pH and temperature. Still, the “first” binding site was not found in 

this MD simulation, and another strategy was proposed. Based on the steady-state fluorescence 

spectroscopy results and a known structure of HSA with myristic acid (PDB ID: 2XVW), the 

SDS ion was inserted in a similar binding mode close to TRP 134, followed by 100 ns MD 

simulation in the presence of 15 randomly distributed SDS ions. Finally, it was observed that 

during this MD simulation, another SDS ion approached the “inserted” one. Consequently, 

binding free energies were calculated with LIE and MM-GBSA. The results showed that the 

“inserted” and the “neighbouring” SDS ions had the most favourable energies. Hence, they 

were the most stable in binding to BSA compared to all obtained DG values for other SDS ions, 

including the ones corresponding to the putative “second” binding site. 

The formation of the BSA-SDS complexes is an enthalpy-driven process in which the van der 

Waals interactions play a pivotal role. The first binding site, located close to the TRP 134 

residue within the sub-domain IA, is pH-independent and binds two SDS molecules per BSA 

molecule. In contrast, the total number of SDS molecules bound to the second site of BSA is 

affected by both temperature and pH (Figure D4). To sum up, the MD-based computational 
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analysis corroborated the experimental findings. It provided atomistic details explaining the 

differences in the binding of SDS molecules in the high-affinity pH-independent and the low-

affinity pH-dependent binding site.  

 

 

Figure D4. The secondary structure of BSA (grey cartoon) with marked TRP residues (magenta 

sphere representation). The first and second potential binding sites of SDS are marked with 

red circles and described accordingly.  
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4.5. Effect of Tetraphenylborate on Physicochemical Properties of Bovine Serum   

Albumin [D5] 

 

In this work, the previously gathered information on BSA-SDS interactions [D4] were used to 

study the interactions of tetraphenylborate ions [B(Ph)4]- with BSA. Sodium tetraphenylborate 

is one of the numerous organo-metallic compounds for uses requiring non-aqueous solubilities, 

such as recent solar energy and water treatment applications. The choice of [B(Ph)4]- was 

motivated by the fact that these ions represent the low-molecular-weight compound with four 

bulky hydrophobic phenyl moieties and a negative charge capable of binding through 

hydrophobic interactions and a combination of hydrophobic and electrostatic forces.  

This study aimed to use computational approaches to verify experimentally obtained results. 

Experimental methods, including ITC, DSC, and CD, were deployed to examine the 

physicochemical nature of these interactions and the effect of [B(Ph)4]- binding to the protein 

structure. Subsequently, I applied the MD approach to predict potential binding sites of 

[B(Ph)4]- on the BSA surface. Afterwards, I characterised and compared them regarding the 

binding affinities of these ions. Firstly, the protein was surrounded by 15 randomly distributed 

[B(Ph)4]- and the simulation was performed for 100 ns. Then, after careful examination of the 

MD trajectory frames for each [B(Ph)4]-, the last 40% of the simulation was used for the 

following LIE analysis. Based on the above, two binding sites were localised for three [B(Ph)4]-

. One binding site was in proximity to TRP 134, in subdomain IA, as observed in the BSA-

SDS system [D4]. Two ions bound to site I and one ion to site II (subdomain IIIA). According 

to LIE calculations, site I showed a slightly higher affinity towards [B(Ph)4]- than site II because 

of the more favourable van der Waals component of the free binding energy. Moreover, the 

theoretical calculations confirmed that hydrophobic rings of phenyl groups contributed to 

stabilising interactions in the BSA-[B(Ph)4]- system.  
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Figure D5. On the left: the secondary structure of BSA (grey cartoon) with marked TRP 

residues (magenta sphere representation). The first and second potential binding sites of 

[B(Ph)4]- are marked with green circles and described accordingly. On the right: the molecular 

structure of [B(Ph)4]-. 
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4.6. Induced circular dichroism as a tool to monitor the displacement of ligands between 

albumins [D6] 

 

The chirality induction in a ligand is a valuable analytical tool for studying protein-ligand 

interactions. This technique was applied to monitor the inversion of the induced circular 

dichroism (ICD) spectrum when ligands move between human and bovine serum albumin 

proteins (HSA and BSA, respectively). Subsequently, the experimental findings were verified 

with a set of computational tools. 

The induction of optical activity in non-chiral compounds is intrinsically associated with 

intermolecular forces and the microenvironment. This photophysical phenomenon is broadly 

used to study host-guest complexation and supramolecular chemistry [558-560]. In protein-

ligand systems, the chirality induction shows complexation [561-562]. ICD is the effect of the 

symmetry of non-chiral molecules perturbations resulting in the generation of non-zero 

rotational strengths, the theoretical counterpart of the circular dichroism phenomena [563]. The 

biaryl compounds are a family of molecules susceptible to ICD in host-guest complexes. This 

class of molecules, even without a chiral centre, can be optically active due to the energetic 

restraint for the free rotation of the single bond that connects the aryl rings to present axial 

chirality (Figure D6).  

The experimental part studied the interactions of divanillate (DVT) and divanillin (DVN) with 

albumins and aimed at monitoring the movement of these ligands between the proteins. It was 

found that the ICD spectral shape of DVT and DVN depended on the albumin type, and HSA 

has a higher affinity for DVT and DVN than BSA. 

As a first step in the computational part, molecular docking was performed for four systems, 

BSA-DVT, BSA-DVN, HSA-DVT and HSA-DVN, to verify binding sites. The analysis 

confirmed that the ligand binds to the priori established site I or site II in each case. The 

representative structures for each system were obtained and used for subsequent MD 

simulations and free energy analysis. MM-GBSA was used to calculate the binding free energy 

of the conformers, and with the US calculations, a dissociation pathway was proposed for each 

system. I applied the US protocol to investigate the energetic profile DVT/DVN orientation 

change in terms of the dihedral angle between the planes defined by the aromatic moieties of 

DVT/DVN on the BSA/HSA surfaces or in the absence of the protein. Finally, four energy 

minima dihedral angles conformers were identified, and the corresponding CD spectra were 
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calculated using the QM approach. The weighted spectra for the conformationally accessible 

conformers were obtained based on each conformer’s Boltzmann probability distribution.  

In conclusion, it was possible to monitor the movement of DVT and DVN from BSA to HSA 

using the inversion of their ICD signals. In other words, a competition of two proteins by the 

ligand was monitored by CD in real time. Additionally, deploying MD to estimate the 

contribution of the minima energy conformers and quantum mechanics to calculate the 

weighted CD spectra, the inversion of the sign was consistent with the experimental for DVT 

and qualitatively supported by my calculations.  

 

 

Figure D6. A: Molecular structures of divanillate (DVT) and divanillin (DVN). The purple box 

denotes restrained rotational chiral. B: The secondary structure of BSA (grey cartoon) with 

DVN (magenta licorice), located in the first binding site.  
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5. Conclusions and outlook 
 

In my PhD Thesis, I aimed to analyse the role of ions in carbohydrate- and protein-containing 

systems using computational approaches. As stated in the “Goals of the research” section, the 

Thesis was divided into several parts, and the following conclusions were obtained in each of 

them, respectively. 

- Protein-ion-GAG and GAG-ion molecular systems [D1, D2] 

Firstly, I computationally characterised protein-ion-GAG complexes for the systems 

where ions are directly involved in the GAG binding [D1]. The results confirmed that 

Ca2+ is crucial in how the GAG molecules interact with the protein. In the second study, 

I investigated the differences between distinct sets of parameters for Ca2+ and their 

impact on two HP oligosaccharides of different lengths (dp10 and dp18) [D2]. This in-

depth analysis showed that the theoretically determined Rg and H-bond propensities 

for a fraction of the oligosaccharides’ populations in both HP dp10 and dp18 were 

affected by the presence of Ca2+, as opposed to the flexibility of monosaccharides, the 

conformational space of glycosidic linkages and ring puckering. 

- The CD-ion molecular systems [D3] 

With MD-based approaches, I confirmed the initial experimentally derived hypothesis 

that the longer the alkyl chains bind stronger to CD [D3]. Furthermore, I proposed four 

potential mechanisms of SXS molecules' entrance into the CD cavity and confirmed 

that the initial SXS orientation affects the thermodynamic properties of the formed 

inclusion complex.  

- The BSA-containing molecular systems [D4-D6] 

The application of computational tools allowed for identifying the potential binding 

pockets in various BSA-ligand systems. Regarding the BSA-SDS system, two potential 

binding sites were localised: site I, pH and temperature-independent, and site II, both 

pH and temperature-dependent [D4]. Further, I used the MD approach to predict 

potential binding sites of [B(Ph)4]- on the BSA surface, and I subsequently characterised 

and compared them in terms of binding affinities for these ions [D5]. Two ions were 

predicted to bind to site I and one ion to site II. The calculations also confirmed that 

hydrophobic rings of phenyl groups contributed to stabilising the interactions in the 

BSA-[B(Ph)4]- complex. At last, computational tools were deployed to identify the 

binding sites in DVT/DVN-BSA/HSA systems. Two types of US calculations were 
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used: to calculate the dissociation pathway for each complex and to identify the 

conformations corresponding to the free energy minima in the absence and presence of 

the protein as a function of the intramolecular dihedral angles. Finally, the 

corresponding CD spectra were calculated using the quantum chemistry approach.  

 

The data obtained during my PhD research show the robust nature of the computational 

approaches in analysing particular biologically active systems. Moreover, my research was not 

only complementary to the experimental findings but also provided experimentally 

inaccessible details, including the putative mechanism of entrance and formation of two 

inclusion complexes [D3], localisation of binding sites in the BSA-ligand systems [D4, D5] 

and the preferred ligand’s conformations in the BSA/HSA pockets [D6]. Additionally, I 

highlighted and discussed the limitations of the applied protocols pointing at challenges 

persisting in the state-of-the-art in silico tools to study protein-ion-GAG systems [D7]. All in 

all, my findings confirm that computational approaches have great potential, from 

understanding molecular interactions at the atomic level to drug design applications. 
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Computational insights into the role of calcium
ions in protein–glycosaminoglycan systems†

Małgorzata M. Kogut, Martyna Maszota-Zieleniak, Mateusz Marcisz and
Sergey A. Samsonov *

Glycosaminoglycans (GAGs) are anionic, periodic, linear polysaccharides which are composed of periodic

disaccharide units. They play a vital role in many biological processes ongoing in the extracellular matrix. In

terms of computational approaches, GAGs are very challenging molecules due to their high flexibility,

periodicity, predominantly electrostatic-driven nature of interactions with their protein counterparts and

potential multipose binding. Furthermore, the molecular mechanisms underlying GAG-mediated interactions

are not fully known yet, and experimental techniques alone are not always sufficient to gain insights into them.

The aim of this study was to characterize protein–ion–GAG complexes for the systems where ions are directly

involved in GAG binding. Molecular docking, molecular dynamics and free energy calculation approaches were

applied to model and rigorously analyse the interactions between annexins (II and V), calcium ions (Ca2+) and

heparin (HP). The computational data were examined and discussed in the context of the structural data pre-

viously reported by the crystallographic studies. The computational results confirm that the presence of Ca2+

has a tremendous impact on the annexin-HP binding site. This study provides a general computational pipeline

to discover the complexity of protein–GAG interactions and helps to understand the role of ions involved at

the atomic level. The limitations of the applied protocols are described and discussed pointing at the

challenges persisting in the state-of-the-art in silico tools to study protein–ion–GAG systems.

Introduction
Glycosaminoglycans (GAGs) represent a class of negatively
charged linear polysaccharides composed of disaccharide units
containing an amino sugar and uronic acid.1 Depending on
their glycosidic linkages and composition, GAGs are categorized
into a few types such as heparin, heparan sulfate, dermatan
sulfate, chondroitin sulfate, and keratan sulfate. Additionally,
GAGs have different sulfation patterns, called the sulfation
code,2 which contribute to their structural variety, activity and
recognition.3 Heparin (HP) consists of 2-O-sulfated iduronic acid
and 6-O-sulfated, N-sulfated glucosamine with a !4 net charge
per disaccharide unit. Due to its negative charge, most of the
interactions are electrostatically-driven.4 Annexins are a family of
homologous proteins that are widely distributed and ubiquitous
in eukaryotes; they are associated with a wide range of physio-
logical processes, including cell signalling, inflammation, apop-
tosis, homeostasis, membrane trafficking and ion transport.5–10

Most functional properties of annexins are attributed to their
distinctive ability to bind to membrane phospholipids and

other anionic polymers, including GAGs in a Ca2+-dependent
manner.11 The HP-binding properties of the annexin II tetramer
have been characterized and a potential HP-binding site has
been identified.12 The binding of GAGs, including HP, to annex-
ins IV, V and VI has been reported and described in several
in vitro studies.13–17 It was confirmed that annexins express
different GAG preferences and that GAG binding may be Ca2+-
dependent. At present, there are three available crystal structures
of both annexins V and II with HP including Ca2+, with char-
acterized HP-binding pockets (PDB ID: 1G5N, 2HYU and 2HYV)
that were chosen for this study.12,18 Current experimental techniques
are insufficient to gain full insights into protein–GAG interac-
tions that take place at single-molecule levels.19 Therefore, the
theoretical approaches are not only complementary but can lead
to a better understanding of the role of individual interaction
partners (including GAGs and potentially ions) by bringing often
new and experimentally inaccessible details. Formerly, metho-
dologies like molecular docking and molecular dynamics proved
to be successful in modelling protein–GAG interactions. In parti-
cular, the effects of GAG binding on chemokines,20,21 growth
factors22,23 and other proteins24,25 were investigated. These
studies examined the fundamental questions related to these
interactions such as their specificity, the role of the multipose
character of GAG binding and the polarity of the binding poses of
these periodic molecules.24,26 Nevertheless, modelling interactions
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in the corresponding complexes still represent substantial chal-
lenges. One of the reasons is the highly charged nature of GAGs,
which leads to the importance of electrostatic-driven interactions
including abundant solvent-mediated ones25 and ion-dependent
both requiring appropriate and careful computational treatment.
Binding ions to GAGs have been experimentally characterized for
different types of ions such as Zn2+, Mn2+, Cu2+, Ca2+, Co2+, Na+,
Mg2+, Fe3+, Ni2+, Al3+, and Sr2+.27,28 The crucial role of ions for
protein–GAG interactions was shown experimentally for APP,29 HP
cofactor II,30 endostatin,31 FGF1 and IL-7.32 However, neither a
conformational basis of GAG-ion interactions nor the molecular
mechanisms for protein–ion–GAG systems were proposed to
explain the experimental findings at the atomic level. In a recent
study, it was demonstrated that the Zn2+ attenuation of the binding
affinity in a particular system containing endostatin and HP is
electrostatic-driven.33 The goal of this study was to get a deeper
insight into protein–ion–GAG interactions using in silico techni-
ques and to verify the accuracy and sensitivity of most commonly
deployed molecular modelling tools in the investigated annexin-
Ca2+–HP complexes. The calculation of the electrostatic potential
map for annexins II and V provided information on the GAG-
binding site in the presence of Ca2+ and how it can be changed
upon Ca2+ removal. Using the molecular docking approach, various
structures were calculated of annexin–Ca2+–GAG complexes
(Table 1) addressing the aspect of the putative role of Ca2+ in these
interactions and in the establishment of the HP-binding site. All-
atom molecular dynamics simulations were conducted to study the
dynamics of the above structures and complemented by free energy
analysis including linear interaction energy (LIE) and molecular
mechanics generalized Born surface area (MM-GBSA) approaches
to characterize the stability of these complexes in time. Addition-
ally, it was investigated how the potential mean force (PMF) is
affected by the presence and absence of Ca2+ using the umbrella
sampling (US) method. The results reported here contribute to a
better understanding of how computational tactics might help to
inspect the biologically relevant annexin–GAG interactions in the
presence and absence of Ca2+ at the atomic level.

Methods
Structures

Protein structures. The structures of annexin II and annexin
V were obtained from the Protein Data Bank (PDB ID: 2HYV,

1.42 Å; 2HYU, 1.86 Å; 1G5N, 1.90 Å). Based on these structures,
the following systems with various numbers of Ca2+ were
prepared as presented in Table 1.

GAG structures. Heparin (HP): dp4, dp5 and dp24 (dp stands
for the degree of polymerization) was built from the building
blocks of the sulfated GAG monomeric unit libraries.20 Their
charges were obtained from the GLYCAM06 force field34 and
from the literature for sulfate groups.35

Electrostatic potential calculations

In order to calculate the electrostatic potential isosurfaces for
monomers of annexins II and V (in the presence and absence of
Ca2+), a Poisson–Boltzmann surface area (PBSA) program from
AmberTools36 was used with a 1 Å grid spacing step. The results
of PBSA analysis have shown how the presence of Ca2+ may
influence the GAG binding region. Additionally, the electro-
static potential was calculated for annexin V dimer to investi-
gate how the neighbouring proteins available in the crystal may
dictate the preferential GAG-binding site. The obtained electro-
static potential maps were visualized with VMD software.37

Molecular docking

Autodock3 software38 was used to perform molecular docking.
Among other electrostatic potential-based calculation proto-
cols,39,40 this approach was reported to be the most successful
in predicting the GAG-binding regions on the protein
surface.23,41

Maximum gridbox size was used (126 Å " 126 Å " 126 Å)
that covered half of the protein, including the known
GAG-binding site with the default grid step of 0.375 Å. The
Lamarckian genetic algorithm was deployed for 1000 indepen-
dent runs. The size of 300 for the initial population and 105 gen-
erations for termination conditions were chosen and 9995 " 105

energy evaluations were performed. Clustering was performed
using the DBSCAN algorithm42 on the top 50 docking poses. Two
to three clusters of each GAG’s docking solutions were chosen for
further analysis. Each time clustering parameters were chosen
individually (epsilon in the range of 1–4, minpoints ranging
between 2 and 5). In total, 16 different systems have been
analysed: 8 for 1G5N, 4 for 2HYU and 4 for 2HYV (Table 1).

RS-REMD

Alternatively to Autodock3, a new approach of replica-exchange
MD with repulsive scaling was implemented in this study. The
protocol used in the original work of Siebenmorgen et al.43 was
applied to the protein–GAG complexes. The ff14SBonlysc force
field parameters for protein44 and the GLYCAM0634 for GAGs
were used. The oligosaccharide ligand was placed at the oppo-
site side of the protein with respect to the experimentally
known binding site. MD simulations were performed in an
implicit solvent with the model igb = 845 with an infinite cut-off
for non-bonded interactions. The minimization was performed
with 3000 steps of steepest descent and 3000 steps of conjugate
gradient. This was followed by heating to 300 K for 10 ns with a
Langevin thermostat (g = 5 ps!1). The harmonic restraints of
0.05 kcal mol!1 Å!2 were applied on all the heavy atoms of the

Table 1 In each complex, various numbers of Ca2+ were removed,
depending on how many Ca2+ ions were in the binding site

Name

Number of Ca2+ ions removed (numbering as in PDB)

1G5N 2HYU 2HYV

All ions None None None
Comb1 401 507 607
Comb2 402 508 608
Comb3 403 N/A N/A
Comb4 401 & 402 N/A N/A
Comb5 401 & 403 N/A N/A
Comb6 402 & 403 N/A N/A
No ions All All All
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protein and Ca2+ in the production run. In addition, in order to
avoid ligand dissociation too far away from the receptor, a
positional restraint of 1.0 kcal mol!1 Å!2 between the centres of
masses (COMs) of the receptor and the ligand was applied. The
distance between COMs was calculated as a sum of the maxi-
mum distances between the COMs and the atoms of the surface
of the receptor and ligand, respectively, increased by 10 Å, to
allow the free movement of the ligand on the complete surface
of the protein. The ligand internal degrees of freedom were
completely unrestrained during the production run. For each
system, 16 replicas were used with different Lennard-Jones (LJ)
parameters for atomic pairs from both the receptor and the
ligand molecules. As in the original work of Siebenmorgen
et al.,43 the parameter d adjusting the effective van der Waals
radius and the factor e changing the LJ potential well depths
were assigned to 0.00 Å, 0.01 Å, 0.02 Å, 0.04 Å, 0.08 Å, 0.12 Å,
0.16 Å, 0.20 Å, 0.24 Å, 0.28 Å, 0.32 Å, 0.38 Å, 0.44 Å, 0.50 Å, 0.58 Å
and 0.68 Å, and 0.000, 0.015, 0.030, 0.0045, 0.060, 0.075, 0.090
and 0.120, respectively. In the production run, 50 000 MD
exchange steps between the neighbouring replicas were
attempted yielding 500 ns per replica in total.

Molecular dynamics simulations

Every all-atom molecular dynamics (MD) simulation of differ-
ent annexin II and V combination complexes obtained from
molecular docking was performed using the AMBER16 software
package.36 A truncated octahedron TIP3P periodic box of 8 Å
water layer from the box’s border to the solute was used to
solvate the complexes. The charge was neutralized with either
Na+ or Cl! counterions. Energy minimization was carried out in
two steps: beginning with 500 steepest descent cycles and 103

conjugate gradient cycles with 100 kcal mol!1 Å!2 harmonic
force restraints, continued with 3 " 103 steepest descent cycles
and 3 " 103 conjugate gradient cycles without any restraints.
Following the minimization steps, the system was heated up
from 0 to 300 K for 10 ps with harmonic force restraints of 100
kcal mol!1 Å!2. Then, the system was equilibrated at 300 K and
105 Pa in an isothermal isobaric ensemble for 500 ps. Afterwards,
the prediction MD run was carried out in the same isothermal
isobaric ensemble, using the ff14SBonlysc force fields46 for 20
ns. The particle mesh Ewald method for treating electrostatics
and the SHAKE algorithm for all the covalent bonds containing
hydrogen atoms were implemented in the MD simulations.

Binding free energy calculations

Energetic postprocessing of the trajectories and per-residue
energy decomposition were performed for all the systems using
linear interaction energy (LIE) with a dielectric constant of 80
and molecular mechanics generalized Born surface area (MM-
GBSA)47 using a model with surface area and Born radii as
default parameters as implemented in the igb = 2 model in
AMBER16.46 All the frames from MD simulations were analysed.

The selectivity of the binding poses was estimated using the
approach proposed by Siebenmorgen et al.49 First, all the scores
for the same complex are normalized as Si

0 = (Si ! hSi)/Smin,
where Smin and hSi are the minimum and mean energy values

from all these scores, respectively. Then, a decoy of ‘‘correct
binding poses’’ is defined if the RMSatd of a pose is within a
cut-off of RMSatdmin + 1.5 Å, where RMSatdmin is the minimum
RMSatd value. The rest of the poses are described as ‘‘incorrect
binding poses’’. The poses with the highest scores among
‘‘correct binding poses’’ and ‘‘incorrect binding poses’’ are
denoted as true (T) and false (F) poses, respectively. Then, the
selectivity is defined as S0T–S0F and ranges from !1 to 1. Values
of 1 and !1 represent the maximum selectivity in the binding
and outside the binding site, respectively, while a value close to
0 means the absence of the selectivity.

Free energy perturbation

Free energy perturbation (FEP) calculations were performed by
the double decoupling method as described by Hamelberg
et al.50 Briefly, the perturbation was carried out in two steps:
(1) the electrostatic interactions are gradually turned off by
changing the atomic charges to zero; (2) the van der Waals radii
of the atoms are decreased to zero. The thermodynamic inte-
gration approach is applied to calculate the free energy differ-
ence between two states. The coupling parameter is changed
from 0 to 1 and backward with the step of 0.01. For each value
of the coupling parameter, 10 ps of equilibration and 10 ps of
prediction MD run were performed. Another component of the
free energy, DGconstr, corresponds to the entropic penalty due to
the ion positional constraints in the site calculated based on the
fluctuations of the ion in a corresponding unrestrained simula-
tion. The free energy of the transfer from bulk solvent to vacuo
(DGbulk-vacuo) was calculated to complete the thermodynamic cycle.

Umbrella sampling and the potential mean force

Umbrella sampling (US) was performed to compute the free
energy along the dissociation pathway in AMBER.48 In US, a
series of windows were evenly located along the reaction
coordinates, and conformational sampling in these windows
was achieved by enforcing an external biasing potential. The
samplings in each window overlapped with those in the adja-
cent windows so that the unbiased potential mean force (PMF)
was reproduced by removing the biasing potential. Once all the
US MD simulations were finished, the data collected from the
separate simulation windows were combined along the reac-
tion coordinates. Subsequently, these data were used to calcu-
late the PMF profile for the whole structural transition process
by the weighted histogram analysis method (WHAM)51 using
the code developed by Alan Grossfield.52 In total, 8 independent
US simulations were performed for two complexes of annexins
II and V (PDB ID: 1G5N & 2HYV) in the presence and absence of
Ca2+ and using two different force constants (Table S1, ESI†). In
each case, the initial distance between the centres of masses of
the protein and the GAG was 6.5 Å, and the final value was
60.5 Å with the step of 1 Å, producing 55 windows in total (in
each window, the MD simulation was carried out for 10 ns). In
the WHAM, the tolerance of iteration was set to 0.001 and the
temperature to 300 K.

Data analysis and its graphical representation were done
with the R-package,53 PyMOL54 and VMD.37
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Results and discussion
HP-binding regions

The binding regions for the HP ligand on the surfaces of
annexins II and V are known and well-characterized by multiple
in vitro experiments and their crystallographic structures are
available.12,18 Nevertheless, both the experimental studies only
consider the scenarios where Ca2+ ions are present. Therefore,
the purpose of these calculations was not only to verify those
regions using a computational approach but also to examine
how the electrostatic potential of both proteins will change
upon Ca2+ removal and, in consequence, to what extent it might
influence the annexin-HP interactions. The PBSA program from
the AmberTools package was used to calculate the electrostatic
potential isosurfaces corresponding to the protein (Fig. 1). This
approach was reported to be successful in predicting the
GAG-binding regions on the protein surface.41 The obtained
results revealed that in both cases, the absence of Ca2+ notably
diminishes the positive regions on the protein’s surface and, in
consequence, could lead to the reduced strength of protein–
GAG interactions. It should be noted that the crystallographic
study on annexin V was conducted in the presence of other
protein monomers within the complex crystal, whereas in this
study, the single monomer was taken to examine the interac-
tions with HP in a 1 : 1 relation. Therefore, when looking at
1G5N in Fig. 1B, it is clearly visible that the potential
HP-binding region is extended over a much greater area. In
contrast, in the case of annexin II (2HYV in Fig. 1B), the binding
region reported in the crystallographic studies appears to be
the most favourable one, due to the most positive potential
conserved in that area. Additionally, a closer look was taken at

the role of particular Ca2+ in cases where the ligand is present
and absent. For annexin V, all three ions participating in the HP
binding interface were also present in the protein unbound
structure (PDB ID: 1A8B, 1.9 Å). In contrast, for annexin II, the
Ca2+ observed close to the HP molecule in the protein-HP
complexes (number 508 in 2HYU and number 608 in 2HYV)
were not present in the protein unbound structure (PDB ID:
2HYW, 2.1 Å), suggesting that the binding of this Ca2+ is
favourable only in the presence of an HP molecule. Once the
Ca2+ was removed from the structures of both the annexin
complexes, the ligands were significantly more mobile than in
the presence of Ca2+ (Table S2, ESI†). Similarly, the Ca2+

fluctuations, which participate in the HP binding, are always
lower when the ligand is bound (Table S3, ESI†). The Ca-508 in
the annexin II system unbinds when HP is not present, which
agrees with the X-ray data.

Predicting annexin V/II-GAG complex structures

Molecular docking was performed to investigate whether Auto-
dock3 is able to recognize the binding sites for both the
proteins that were predicted by the crystallographic studies.
Moreover, the novelty of this study was to determine whether
the removal of the chosen Ca2+ can influence the protein–GAG
interactions and whether Autodock3 is a sensitive-enough
technique to probe for that. Previously in our studies, this
software proved to be the most effective docking tool for
GAGs.23,41 The representative structures of annexin II/V-HP
complexes have been produced and they were used for further
molecular dynamics (MD) and free energy analysis. In the case
of annexin V with all Ca2+ present, a greater distribution of
clusters along the potential binding site could be observed
(Fig. 2 upper left), whereas for annexin II, both the clusters were
in close proximity to the binding site. These results are in
agreement with the findings from section ‘‘HP-binding
regions,’’ suggesting increased mobility and flexibility of HP
in the interactions with annexin V due to the lack of steric
hindrance of the neighbouring protein’s monomers in the
corresponding crystal. Furthermore, the data provided by

Fig. 1 (A) X-ray structures of annexins V and II (PDB ID: 1G5N and 2HYV,
respectively), grey cartoon: protein, licorice: HP dp4, VDW spheres:
calcium ions. (B) Electrostatic potential isosurfaces for annexins in the
presence of calcium ions in surface representation (red, !4 kcal mol!1 e!1;
blue, +4 kcal mol!1 e!1, respectively) and (C) in the absence of Ca2+.

Fig. 2 ‘‘All ions’’: (1G5N) annexin V, 3 clusters (cyan, yellow and green),
4 structures in each cluster, after docking (top left) and after 20 ns MD (top
right); (2HYU) annexin II, 2 clusters (yellow and green), 5 structures in each
cluster, after AD3 and after MD. Clusters are in close proximity to the BS,
and the results are in agreement with the PBSA predictions.
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Autodock3 suggest that Autodock3 might not be the best tool
for answering the question of how single Ca2+ influences the
binding. Accordingly, the 1G5N complex has already been
recognized to be computationally challenging in the previous
studies.23 Nevertheless, the differences between the ‘‘All ions’’
and the ‘‘No ions’’ scenarios appear obvious (Fig. 2 and 3).
Autodock3 has found the clusters that are semi-close to the
binding site; however, after 20 ns of MD simulations, several
structures move further away from their initial location and
spread over the protein’s surface, particularly in the case of
annexin II. This indicates that Ca2+ ions do influence GAG’s
behaviour and they are crucial to maintaining the HP molecule
closely to the binding site.

Furthermore, similar to the study of Lie et al.,55 in which
molecular docking was performed with water molecules
covalently attached to a ligand, here it was attempted to dock
HP with covalently attached Ca2+ to annexin V. The Ca2+ were
covalently attached to the HP’s oxygen atoms and the distance
between them was chosen based on the MD simulation when
the complex and these particular atoms interacting
non-covalently with each other were stable. The goal was to
investigate whether Ca2+ ions enhance the performance of
Autodock3 in terms of predicting the annexin V-HP dp4 binding
site. Unfortunately, this approach did not improve the perfor-
mance of Autodock3. For six complexes of annexin II/V-HP, the
RS-REMD (repulsive scaling replica-exchange molecular
dynamics) method was used as an alternative to Autodock3 to
identify the native complex geometry after starting from the
distant initial location of HP. In the starting arrangement, HP
was located on the opposite side of the receptor (Fig. 4 and Fig.
S1, ESI†). In each case, 16 RS-REMD replicas with a different set
of van der Waals parameters were performed using an implicit
generalized Born (GB) solvent model. The results have shown
that in the case of annexins V and II in the presence of Ca2+, HP
was able to find the binding site (Fig. 4 and Fig. S1, ESI†) unlike
in the scenario where all the Ca2+ have been removed, HP was
found to be too far away from the binding site. Moreover,
annexin V was simulated with HP dp24 in the presence and

absence of Ca2+. The aim of this experiment was to examine
whether the longer GAG would approach more favourably the
binding site or cover the entire upper surface of the protein. The
latter turned out to be true, confirming the hypothesis that the
binding site found in the crystallographic site could have been
enforced by the neighbouring monomers, restricting the HP
molecule from binding to other sites. When applied to
annexin-HP systems, RS-REMD proved to be an efficient tool to
complement other molecular docking schemes, also in terms of
its sensitivity towards the presence of divalent cations in the
system. Its potential advantages over conventional docking
approaches such as the AD3 for protein–GAG complexes, in
general, include allowing for full flexibility of the receptor side
chains and ligand; direct access to force field-based scoring
schemes; and independence of the quality of the results of the
GAG’s length that could assist both in the search of GAG
minimal binding sequences and in the characterization of
particular GAG binding subsites on the protein surface. In terms
of computational expenses, this new approach requires the use
of several GPUs of the same type: nevertheless, the total wall-time
of the simulation (typically several hours) is essentially less than
the time demanded by AD3 to complete 1000 runs with the tuned
parameters as it is used in our protocols (up to 12–16 hours for
GAG dp6, for example, in the case of 100 parallel processes).

MD-based free energy analysis of annexin–GAG binding in the
presence and absence of Ca2+

From the docking solutions described in section ‘‘Predicting
annexin V/II-GAG complex structures,’’ four to five structures
from each cluster were picked for MD simulations and for
subsequent free energy analysis. Binding free energy (DG)
computation can play an important role in prioritizing com-
pounds to be evaluated experimentally on their affinity for
target proteins. In this study, two popular end-point methods
were used: linear interaction energy (LIE) and molecular
mechanics generalized Born surface area (MM-GBSA). The
more negative the DG value, the more stable the complex.
Based on the crystallographic studies, the description of single
ions and their importance in annexin–GAG binding, it was
hypothesised that the most stable complex was expected when
all ions were present.

Annexin V-HP dp4. The data indicate that LIE provides
inconclusive results on whether the presence of ions contributes

Fig. 3 ‘‘No ions’’: 1G5N annexin V, three clusters, 4 structures in each
cluster, after docking (top left) and after 10 ns MD (top right); 2HYU
annexin II, three clusters (cyan, yellow and green), 5 structures in each
cluster.

Fig. 4 1G5N: initial (on the left) and final (on the right) positions of GAGs.
In yellow: X-ray structure of HP dp4, cyan: HP dp4 and magenta: HP dp24.
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to the stability of annexin V-HP dp4 complexes, since there are no
significant differences in the obtained energies between combina-
tions (Fig. 5: top). On the contrary, it could be argued that
MM-GBSA displays a significant difference between the ‘‘All ions’’
and the ‘‘No ions’’ scenarios with DG = !18.2 # 5.9 kcal mol!1

and DG =!7.8# 12.9 kcal mol!1, respectively, and points towards
the importance of Ca2+ in annexin-HP binding. Furthermore, the
results show that in combinations 2 to 6, the removal of ions
contributed to the formation of more stable annexin V–HP com-
plexes. Nevertheless, this information should be carefully

considered and suggests that it is rather the method being not
sensitive enough to the probe for the effects of single ions.
However, the data obtained in general are statistically insignificant
due to the large margin of variance (Table S4, ESI†).

Annexin II-HP dp4/dp5. For the binding of both HP dp4 and
HP dp5, the presence of Ca2+ seems to have a more noteworthy
meaning compared to other complexes (Fig. 5: middle and bottom,
respectively). In both cases, ‘‘All ions’’ have the lowest energetic
values: for annexin II-HPdp4, DG = !43.1 # 3.5 kcal mol!1, DG =
!33.7 # 6.4 kcal mol!1 and for annexin II-HP dp5, DG = !43.8 #
6.3 kcal mol!1, DG = !36.0 # 10.7 kcal mol!1 (LIE and MM-GBSA
values, respectively; for details, see Tables S5 and S6, ESI†).

To complement these data, a 20 ns MD was run for the X-ray
structures of each complex in the presence and absence of Ca2+

(Fig. 6). Consequently, LIE and MM-GBSA free energies were
calculated (Tables S7–S9, ESI†). Both the end-point methods
have shown that with the decreasing number of Ca2+, the
strength of interactions decreases. Among all the calculated
annexin-HP complexes, the most stable ones were formed in
the presence of Ca2+ with MM-GBSA being a more sensitive
method. At the same time, despite this higher sensitivity of
MM-GBSA for the MD simulations using experimental struc-
tures as initial points for calculations, we observed that the
docked complexes of annexin II scored higher by the MM-GBSA
method in comparison with the corresponding experimental

Fig. 5 Binding free energy dependence on the number of Ca2+ present in
the investigated annexin–HP system predicted by Autodock3 and further
simulated with the MD approach: annexin V–HPdp4 (top), annexin II–HP
dp4 (middle), and annexin II-HPdp5 (bottom).

Fig. 6 Comparison of binding free energy dependence on the number of
Ca2+ present in the investigated X-ray annexin–HP structures by two
methods: LIE (top) and MM-GBSA (bottom).
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structures, whereas LIE yielded more favourable binding free
energies for the experimental complexes. We suggest that the
potential reason for these findings could be the general inac-
curacy of the implicit solvent model implemented in the
MM-GBSA scheme for such highly charged intermolecular
interfaces. The statistical significance of this difference is not
obvious: there is a clear overlap between the values for docked
and experimental solutions. More rigorous calibration analysis
for a broader data set of protein–GAG complexes with many MD
simulation repetitions is needed to conclude which putative
reasons for such an observation could be decisive.

The low selectivity in these molecular complexes could also
lead to challenges in reaching high performance by the applica-
tion of AD3 and MD-based free energy calculations as described
above. Therefore, we examined how selective the binding is in
annexin-HP systems. Our data obtained from all the MD simula-
tions performed for both the annexin complexes with all ions
suggested very low to no selectivity (Tables S10–S15, ESI†).

Ca2+ binding analysis by free energy perturbation

FEP calculations were performed in order to estimate how
strongly Ca2+ ions are bound in the interfaces of annexin-HP
complexes and in the absence of HP ligand (Tables S16 and
S17, ESI†). In the absence of HP, the following ranking of ion
binding sites was obtained (from the strongest to the weakest):
Ca-403, Ca-402, Ca-401 and Ca-507, Ca-508 for annexins V and
II, respectively. The ranking changed upon HP binding: Ca-401,
Ca-402, Ca-403 and Ca-508, Ca-507 for annexins V and II,
respectively. The binding site affinity to Ca2+ also changed
significantly in both systems. Furthermore, MM-GBSA calcula-
tions were performed to estimate whether the strength of these
Ca2+ agree with the aforementioned findings, suggesting that
MM-GBSA is able to rank the ion affinity properly. Data have
shown that the in vacuo electrostatic energy (DGele) was highly
negative and the following ranking of ions was recorded:
Ca-401, Ca-402, Ca-403 and Ca-508, Ca-507 for annexins V
and II, respectively (Tables S18–S27, ESI†). On the contrary,
the per-ion decomposed energies were positive although all the
Ca2+ were stable during the entire MD simulation performed in
an explicit solvent. Since the structures were obtained from the
X-ray experiments, these positive values are not due to any
disparity in the initial conformation used for the MD. There-
fore, using the implicit continuous solvent model as imple-
mented in the MM-GBSA approach fails to properly account for
the physically sound binding strength of these divalent ions in
terms of the decomposed total binding free energy. Previously,
we obtained similar results for other protein–GAG systems
reported by Potthoff.56 In addition, the transition between the
explicit solvent model in the MD simulation and the implicit
solvent model in the free energy calculations requires a
reweighting procedure which is normally not carried out.57

This also contributes to the positive values for MM-GBSA
decomposed per-ion free energy, which would not be expected
for stable molecular interactions. One of the reasons for observing
the positive MM-GBSA per-ion decomposed energy could be the
fact that there are still many challenges in the parameterization of

Ca2+ that are widely known.58 For the analysis like the one in this
work, it is, however, an important conclusion that the ranking of
ions using MM-GBSA in vacuo electrostatic component is proper as
it is shown when compared with the FEP results.

MM-GBSA vs. LIE comparison study for various protein–
alginate/GAG systems and the potential impact of ions

Free-energy calculations have drawn more attention in the last
few decades for their ability to provide an accurate estimate of
the ligand-protein binding affinity and description of the ligand
binding mechanism.59–67 Many studies compared MM-GBSA
and LIE showing that for both, the quality of the results
depends on the system investigated.68–71 Generally, LIE is faster
and more precise than MM-GBSA, particularly when computa-
tionally intensive calculations of the entropic term are included
and LIE parameters are calibrated for a particular class of
ligands.72 Therefore, a comparative study between these two
end-point methods was performed for GAG-containing systems
with and without Ca2+ ions in GAG binding interfaces. The data
were collected from various protein–GAG/alginate systems and
grouped in terms of the protein’s and sugar’s charges (q) and
sugar’s length (Table S28, ESI†). Alginate is a periodic, linear,
negatively charged polysaccharide made up of the same type of
acidic monosaccharide units in different ring puckering con-
formations. The goal was to probe whether a linear relationship
between LIE and MM-GBSA can be found as a function of
y = mx + c. In other words, can an MM-GBSA value (y) be
predicted based on the LIE outcome (x) and vice versa. If there
were at least 10 MD repeats for a given protein–alginate/GAG
system, the Pearson and Spearman correlation coefficients
(rP and rS, respectively) between MM-GBSA and LIE were
calculated, followed by the intercept (c) and slope (m) for each
MM-GBSA vs. LIE function. Subsequently, the relationships
between the protein’s and sugar’s charges vs. rP. rS, m and c
were investigated. Interestingly, this study shows that the free
energies calculated for protein–alginate complexes appear to
correlate better than those for protein–GAG ones. Based on the
analysis (Fig. S2, ESI†), it can be deduced that the longer (more
negatively charged) the alginate is, the more negative the value
of c and the smaller the value of m are observed. Additionally,
the longer the alginate, the weaker the MM-GBSA vs. LIE
correlation becomes (manifested by decreasing rP and rS coeffi-
cients). In the case of protein–GAG complexes (Fig. S3, ESI†), it
seems that the correlation between MM-GBSA and LIE is not
influenced by GAG’s charge which could be attributed to the
heterogeneity of the GAG-containing dataset. However, like in
the situation of the protein–alginate complex, a more negative
value of c and a smaller value of m are observed for more
negatively charged GAGs. The final factor that was considered,
protein’s charge, has shown similar results (Fig. S4, ESI†).
Therefore, this analysis confirms that to some degree, the
correlation between MM-GBSA and LIE exists, although it
substantially depends on the investigated system, and it could
be possible to create a simple linear function that could be
deployed to the free energy estimation. However, since the high
variance was observed even for GAG-containing systems with
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the same charge, such conclusions should be taken with
caution, and a proper calibration should be performed for each
particular system when possible. Besides, more systems should
be carefully tested to make a general statement on the correla-
tion between the two free energy calculation approaches.
Additionally, the systems with various numbers of Ca2+ ions
(for 1G5N, 2HYU and 2HYV) were inspected (Tables S4–S6,
ESI†) to answer the question of whether the correlation
between the MM-GBSA and LIE values is affected by the
number of Ca2+ ions present in the complex. The results did
not show any significant difference in the described relation-
ships for the systems containing Ca2+ ions and other systems.

Hydrogen bonding in annexin-HP complexes

The crystallographic studies carried out by Capila et al.18

describe in detail the nature of annexin V-HP dp4 binding. In
spite of the strict calcium-dependence of HP to annexin V and
the importance of sulfate groups to the association, the sulfate
groups do not interact directly with the annexin-bound Ca2+.
Instead, the oxygen atoms form hydrogen bonds to the back-
bone nitrogen atoms in the calcium binding loop. Additional
hydrogen bonds are formed with water molecules that coordi-
nate the bound Ca2+ in both the loops, and with a serine side
chain in the IDE loop. Calcium coordination is independent of
the HP presence. Another important determinant of the HP
binding site is a basic cluster that includes Arg-23, Lys-27,
Arg-61, and Arg-149 from the adjacent monomer. Hydrogen
bonding contacts were calculated using X-ray structures with
and without Ca2+ after 10 ns MD simulations (Tables S29–S31,
ESI†). The results indicated that in the presence of Ca2+, the
contacts are in agreement with those that were reported by
Capila et al.18 Additionally, there are substantial interactions of
sulfate groups with Arg-23 and Arg-61. Upon Ca2+ removal,
those contacts no longer exist although different hydrogen
bonds are formed between annexin V and the sulfate groups
of HP. That would support the hypothesis that indeed Ca2+

contributes to the establishment of loops in this area and those
loops contribute to annexin V-HP binding and potentially to its
specificity. Although hydrogen bonds are present between
annexin II and HP, they are not established due to the presence
of Ca2+ ions and therefore they were not analysed in this study.

The effect of tuning simulation parameters on the performance
of the applied protocols in the annexin II-HP system

Taking into account difficulties experienced by the applied
computational protocols, the simulation parameters were
tuned for the annexin II-HP system, for which no crystal
contact-related artifacts represented an obstacle. First, the
impact of receptor conformation on molecular docking results
was examined. To do this, 200 ns MD simulations were per-
formed for the unbound annexin II with all, none, and the
chosen Ca2+. Five structures corresponding to the final frames
for every 40 ns were chosen as receptors for docking for each
system. This was done to evaluate the impact of receptor
flexibility and to avoid any potential structural bias originating
from the presence of Ca2+ on its surface. The comparison of the

docking results for the top 50 solutions, however, did not reveal
any substantial impact of receptor conformational differences
for either of the analysed complexes (Table S5, ESI†).

Furthermore, the potential effect of the MD length was
investigated in the presence and absence of Ca2+. The corres-
ponding 20 ns long MD trajectories for X-ray complexes used
as starting conformations were prolonged to 200 ns. All the
complexes were stable already after 20 ns based on the RMSD
values for the protein, ions, and ligand (Tables S6 and S7,
ESI†) except for the ligand in the ‘‘No ions’’ scenario, for
which the dissociation was observed after 20 ns and rebinding
in a different binding pose (Table S7, ESI†). The LIE free
energy values did slightly increase for both the systems when
the results were compared between 20 ns and 200 ns MD
simulations: !41.8# 7.4 kcal mol!1 and!37.4 # 5.4 kcal mol!1

vs. !36.2 # 8.0 kcal mol!1 and !35.2 # 9.1 kcal mol!1 for ‘‘All
ions’’ and ‘‘No ions’’, respectively. For ‘‘All ions’’, the total
energy, electrostatic energy, and van der Waals components
(Table S8, ESI†) revealed converged behaviour already after
20 ns, whereas for ‘‘No ions’’, the total energy and the dom-
inating van der Waals component dropped between 20 ns and
50 ns, then returned to a value similar to the first 20 ns and
increased again after 150 ns. In the case of MM-GBSA, the
energy values were also slightly lower for the longer simulation
for ‘‘All ions,’’!26.7 # 8.8 kcal mol!1 vs. !3.5# 8.4 kcal mol!1,
and decreased dramatically from !1.8 # 9.1 to !22.1 #
12.5 kcal mol!1 for ‘‘No ions.’’ Such a drastic change of the
energy corresponded to the dissociation in the first 20 ns
followed by binding in a different binding pose in the long
simulation (Fig. S9, ESI†). This, however, was not observed in
the LIE results supporting the previous findings considering
the differences in MM-GBSA and LIE sensitivities. Since
protein–GAG interactions are usually weak and transient, it
remains an open question whether such a change of a pose
should be accounted for in the analysis of the initially eval-
uated binding pose. Therefore, it is up to the researcher to
determine whether a longer simulation would rather provide
more (and which particular) details to the understanding of a
well-defined binding pose or whether the objective is to
characterize the whole ensemble of possible conformations
of the ligand in a binding site. In the latter, longer simulations
are required while in the former, they do not provide much
valuable information. Finally, the per-residue decomposition
and visual structural inspection of a GAG allowed us to
understand which specific changes in the energies and related
conformations occurred in the longer MD simulation (Fig. S9
and Tables S32, S33, ESI†). For ‘‘All ions,’’ the decrease of
binding strength corresponded to the weakening of the indi-
vidual contribution of the oligosaccharide residue at the
reducing end. In contrast, the dramatic change of conforma-
tion in the case of ‘‘No ions’’ led to the more favourable per-
residue interactions in the new pose adapted by the ligand
after 200 ns. To conclude, the MD simulation length is not a
trivial parameter for the analysis of a protein–GAG system,
and it should be set up depending on the scientific question
to be answered in each case.
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HP dissociation pathway analysis by umbrella sampling

In US, 4 different systems have been investigated, each with two
different force constants (Fig. S10–S17, ESI†), summing up to 8
independent US simulations (Table S34, ESI†). US was used to
get an insight into a dissociation pathway of HP from annexin.
Moreover, how the force constant and the presence/absence of
Ca2+ influence the GAG’s behaviour once pulled away from the
protein was inspected (Fig. S14 and S15, ESI†). The initial
distance between the centres of masses of the annexin and
the HP was 5.5 Å and the final value was 60.5 Å.

Annexin V-HP dp4. In the case of annexin V, with the force
constant of 4 kcal mol!1 Å!2, there is a substantial difference in
energetic barrier for the complexes with and without Ca2+ with the
corresponding PMF values of 64.2 kcal mol!1 and 30.8 kcal mol!1.
This suggests that the energy required to pull away HP from the
protein is twice as much for the scenario where Ca2+ ions are
present. Fig. 7 represents the snapshots from each US window
(55 in total) and combined together, they represent the HP
dissociation pathway. Interestingly, in both cases, the HP mole-
cule is not simply pulled away; in fact, it appears to travel along
the upper surface of the protein. It can be observed that the HP
chooses a different route when Ca2+ ions are present and probably
it is their presence that dictates HP to take a more energetically
demanding pathway (Fig. 7). On the other hand, when a force
constant of 2 kcal mol!1 Å!2 is applied, in the presence of Ca2+,
the HP is successfully pulled away from the protein (Fig. 8),
whereas the pathway for the complex without Ca2+ remains the
same. This observation that the protein’s surface charge alone is
enough to keep the GAG in close proximity to the receptor is in
agreement with the previous findings from PBSA calculations and
docking: HP’s binding site might be dictated not only by the
presence of Ca2+ but also by the lack of space due to other
monomers being present in the crystal structure.

Annexin II-HP dp5. When a force constant of 2 kcal mol!1 Å!2

is applied, there is a significant difference in the energetic barrier
values: 103.7 kcal mol!1 (Ca2+ present) and 8.3 kcal mol!1 (Ca2+

absent). From Fig. S7 (ESI†), it can be seen that the HP molecule is
being pulled away and then, suddenly, at a distance of approxi-
mately 35.5 Å, it moves in a discontinuous manner to the other
patch on the protein surface, towards Ca2+ (number 605 in 2HYV),
hence an increase in the PMF value. Without Ca2+, the HP
molecule appears to be almost effortlessly pulled away and this
finding suggests that there are no other major annexin II-HP
interactions that would try to keep the GAG close to the protein,
unlike in the case of annexin V. Intriguingly, for a force constant
of 4 kcal mol!1 Å!2, the energetic barrier has the same value of
23.5 kcal mol!1 and takes place at the same distances of 35.5 Å in
the presence and absence of Ca2+. Nevertheless, while looking at
Fig. S8 (ESI†), HP’s behaviour is entirely different in each case:
Ca2+ forces the HP molecule to travel on a protein’s surface, again
towards Ca2+ (number 605 in 2HYV), whereas when Ca2+ ions were
removed, the GAG dissociates straightaway. It is worth mentioning
that although in both cases where Ca2+ ions are absent, an HP
molecule is successfully pulled away with a lower force constant
value, it is still interacting to some extent with the protein, unlike
when 4 kcal mol!1 Å!2 was used, and the GAG appeared to
dissociate right away, causing an increase in the PMF value for
the energetic barrier.

The reason why different energy barriers were calculated
with different force constants used in the umbrella sampling
MD simulations could be explained by the distinct dissociation
pathways observed and, therefore, by distinct protein–ligand
interactions established through these pathways.

Conclusion
In this study, for the first time, the role of Ca2+ on the annexin-HP
binding was analysed computationally. The PBSA calculations
have clearly shown that the presence/absence of Ca2+ has a
substantial impact on the electrostatic potential of both the
proteins’ surfaces and, in consequence, could influence the HP-
binding site. These findings were particularly important in the
case of annexin V, where the location of the HP binding site,
reported in the crystallographic studies,18 might have been partly
dictated by the presence of neighbouring monomers within the
crystal structure, suggesting that for some complexes, X-ray struc-
tures should be taken with a pinch of salt. Although Autodock3
has shown the difference between the ‘‘All ions’’ and the

Fig. 7 HP dissociation pathway for the 1G5N complex at the force
constant of 4 kcal mol!1 Å!2. In dark red the initial HP’s position and the
final one in dark blue. In the presence of Ca2+ (left) and without Ca2+

(right), side view (upper) and top view (lower).

Fig. 8 HP dissociation pathway for the 1G5N complex in the presence of
Ca2+ at the force constant of 2 kcal mol!1 Å!2. In dark red the initial HP’s
position and the final one in dark blue. On the left side view and on the
right top view.
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‘‘No ions’’ scenarios, this technique was not sensitive enough to
probe for how the presence/removal of a single ion adds to the
protein–GAG structure, and the binding and stability of the
complex. At the same time, the RS-REMD approach to dock GAGs
could be more powerful for the investigation of the ions’ impact
on the molecular systems containing this class of oligosacchar-
ides. Furthermore, the ranking of particular ions was performed
using the FEP and MM-GBSA methods, confirming that the Ca2+

ions reported experimentally to be involved in the binding site
contribute at most to the annexin-HP binding and these interac-
tions are electrostatically-driven. An attempt was made to investi-
gate whether there is a correlation between the two end-point free
energy methods and how different factors (including sugar’s and
protein’s charge or the number of Ca2+ ions present) might
influence it. Umbrella sampling proved to be a valuable tool for
examining the dissociation pathway of HP from annexin II/V in
the presence/absence of Ca2+. Based on our results, it is clear that
Ca2+ ions play a role in how the GAG molecule interacts with the
protein. Additionally, it is inconclusive which force constant
should be chosen for the future, and it appears that each complex
needs an individual treatment in terms of force constant choice.
The obtained data provided a detailed and systemic description of
the interactions between annexins and HP, which in turn allowed
us to better understand the effect of Ca2+ ions present in the
investigated complexes. To sum up, as described by Shao et al. and
Capila et al., the annexin-HP binding is determined by Ca2+.12,18

Findings presented in this study might have a significant impact
on the understanding of the limitations of the computational
methodologies applicable to protein–GAG systems and they con-
tribute to the general knowledge of the physicochemical basis
underlying the interactions between proteins, ions and GAGs as
well as their potential specificity.
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A B S T R A C T   

Heparin (HP) belongs to glycosaminoglycans (GAGs), anionic linear polysaccharides composed of repetitive 
disaccharide units. They are key players in many biological processes occurring in the extracellular matrix and at 
the cell surface. GAGs are challenging molecules for computational research due to their high chemical het-
erogeneity, flexibility, periodicity, pseudosymmetry, predominantly electrostatics-driven nature of interactions 
with their protein partners and potential multipose binding. The molecular mechanisms underlying GAG in-
teractions mediated by divalent ions, which are important for GAG binding to several proteins, are not well 
understood. The goal of this study was to characterize the binding of Ca2+ to two HP oligosaccharides of different 
lengths (dp10 and dp18, dp: degree of polymerization) and their impact on HP conformational space and their 
dynamic behavior with the use of molecular dynamics (MD)-based approaches with two Ca2+ parameter sets. MD 
data suggested that the flexibility of the monosaccharides, the glycosidic linkages and ring puckering were not 
affected by the presence of Ca2+, in contrast to H-bond propensities and the calculated Rg for a fraction of the 
oligosaccharide populations in both dp10 and dp18. Moreover, the essential differences in the data obtained by 
using two Ca2+ parameter sets were reported.   

1. Introduction 

Glycosaminoglycans (GAGs) are linear long negatively charged 
polysaccharides made of disaccharide units comprised of amino sugar 
and uronic acid, except for keratan sulfate (Lindahl et al., 2015–2017). 
Moreover, GAG monosaccharide units have different sulfation patterns 
forming a GAG sulfation code (Habuchi et al., 2004). GAGs are found in 
the extracellular matrix and at the cell surface, where they play key roles 
as part of proteoglycans, besides the non-covalently bound hyaluronan, 
in numerous cellular (e.g., cell proliferation, adhesion and signalling) 
and biological processes such as development, angiogenesis, coagula-
tion and diseases (e.g., cancer and infectious and neurodegenerative 
diseases) (Karamanos et al., 2018) which are mediated by their in-
teractions with numerous protein partners (Vallet et al., 2021). 
Protein-GAG interactions may be electrostatically-driven, defined by the 
charge density distribution on the protein surface, or may involve spe-
cific GAG-structural features (Kjellénn and Lindahl, 2018). Heparin (HP) 
is a GAG that consists of a 2-O-sulfated iduronic acid (IdoA2S) and 

6-O-sulfated and N-sulfated glucosamine (GlcNS6S) with a –4 net charge 
per disaccharide unit. These disaccharides are also the major building 
blocks of highly heterogenous heparan sulfate (Shriver et al., 2012), 
which can consist of up to 48 types of theoretically possible disaccharide 
units (Lu et al., 2006). 

Interactions between GAGs and cations (i.e., Zn2+, Mn2+, Cu2+, Ca2+, 
Co2+, Na+, Mg2+, Fe3+, Ni2+, Al3+, and Sr2+) have been experimentally 
identified (Woodhead et al., 1986; Stevic et al., 2011). Their crucial role 
in protein-GAG interactions was shown experimentally for the amyloid 
precursor protein (APP) (Multhaup et al., 1994), HP cofactor II (Eckert 
and Raag, 2003), endostatin (Sasaki et al., 1999; Ricard-Blum et al., 
2004; Han et al., 2007), Fibroblast Growth Factor-1 (FGF1), 
interleukin-7 (IL-7) (Zhang et al., 2014), and procollagen C-proteinase 
enhancer-1 (PCPE-1) (Weiss et al., 2010) and sclerostin (Zhang et al., 
2020). However, few theoretical analyses were performed to explore 
those experimental findings and the formation of protein-ion-GAG 
complexes at the conformational and atomic levels. We have previ-
ously investigated the effect of a divalent cation (Ca2+) on GAG binding 

Abbreviations: GAG, Glycosaminoglycan; HP, Heparin; dp, degree of polymerization; MD, Molecular Dynamics; H-bond, Hydrogen bond. 
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to the Ca2+-binding protein PCPE-1 by molecular modelling and have 
shown that Ca2+ may either bind to GAGs before they interact with 
PCPE-1, or that they may stabilize the conformation of the full-length 
protein. Moreover, we analysed the crystal structures of annex-
in-Ca2+-HP complexes (Shao et al., 2006; Capila et al., 2001) using 
molecular dynamics (MD)-based approaches, and reported that the re-
sults of molecular docking, MD, and binding free energy calculations as 
well as the calculated ligand dissociation pathways were affected by 
accounting for the presence of Ca2+ in the modelling protocols (Kogut 
et al., 2021). While experimental techniques to study protein-ion-GAG 
ternary complexes or ion-GAG interactions are not always sufficient to 
gain insights into GAG-ion interactions at the atomic level, theoretical 
approaches can provide such specific details (Almond, 2018; Kogut 
et al., 2022). There are many excellent reviews that offer more back-
ground on GAG structural analysis by computational tools as well as 
challenges encountered in the MD studies of these molecules (Nagarajan 
et al., 2022, 2019; Fadda and Woods, 2010; Sankaranarayanan et al., 
2018). Recent advances in the characterization and modelling of 
protein-ion-GAG complexes (Kogut et al., 2021; Potthoff et al., 2019; 
Guevench and Whitmore, 2021) have been made indeed. However, the 
investigation of binary and ternary protein complexes involving both 
GAGs and ions remains challenging due to the high negative charge of 
GAGs, which leads to the prominence of electrostatically driven in-
teractions, abundant solvent-mediated interactions (Samsonov et al., 
2011a) and ion-dependent mechanisms. In addition, only three X-ray 
structures (1G5N, 2HYV, 2HYU), which correspond to three different 
protein-Ca2+-HP systems, encompassing a protein bound to a GAG and 
containing an ion in the GAG binding interface, are available (Perez 
et al., 2020). 

Another challenge in modelling protein-ion-GAG interactions is the 
choice of the appropriate parameters for ions and the limited knowledge 
on their influence on specific ion effects. Most of the current ion models 
in molecular mechanics (referred to as type I throughout this publica-
tion) (Case et al., 2017) are simple spheres, and their interactions are 
exclusively determined by Lennard-Jones parameters and a charge 
localized in a single point. Saxena and Sept proposed a fundamentally 
different model (referred to as type II throughout this publication, 
Supplementary Figure 1) where the total charge of the ion is distributed 
into n-dummy centres placed to appropriately account for the ion’s 
coordinating features (Saxena and Sept, 2013). Although Ca2+ can 
dynamically switch from 6 to 8 coordinating atoms, the pentagonal 
bipyramid coordination of Ca2+ is the most common form in biological 
systems, and, therefore, is used in this parametrization. Furthermore, it 
has been recently highlighted that the accurate modelling of 
ion-containing molecular systems has a significant computational cost, 
and that further research is needed in this area (Li and Merz, 2017; 
Miranda-Quintana and Smiatek, 2021). 

This study aimed to characterise the structural and dynamic prop-
erties of HP oligosaccharides of various lengths (dp10 and dp18; dp 
stands for the degree of polymerization) by performing an in-depth 
computational analysis of these HP molecules to investigate the 
impact of Ca2+, using both Ca2+ ion models, on the oligosaccharide 
conformation in a microsecond-timescale MD simulation. A decrease in 
the simulated radius of gyration (Rg) was observed in a fraction of HP 
oligosaccharides. While the flexibility of the monosaccharides, glyco-
sidic linkages and ring puckering were not affected by the presence of 
Ca2+, H-bond propensities, Rg and HP thermodynamics properties were 
shown to be Ca2+-dependent. This dependence was found to be essen-
tially affected by the ion model utilised in the simulations. 

2. Materials and methods 

2.1. Modelled systems 

The structures of HP dp10 and dp18 were generated from the 
experimental structure of HP (dp12, PDB ID: 1HPN) with IdoA2S being 

in 1C4 conformation. Two parameter sets were used for Ca2+ ions as 
mentioned above, namely Ca2+ (type I) and Ca2+ (type II). In total, six 
molecular systems were prepared for the simulations consisting of HP 
dp10 and HP dp18 without Ca2+ and with 10 and 18 of Ca2+ of both 
types, respectively. 

2.2. Molecular dynamics 

Molecular Dynamics (MD) simulations of the six systems were per-
formed with the AMBER16 software package (Case et al., 2017). The 
residue libraries for HP monosaccharide units were used (Pichert et al., 
2012), where the charges were obtained from the GLYCAM06 force field 
(Kirschner et al., 2008) and from the literature (Huige and Altona, 
1995). Truncated octahedron TIP3P periodic box of 8 Å water layer from 
box border to the solute was used to solvate complexes. This corre-
sponded to ~8500 and ~25000 water molecules in periodic boundary 
boxes for HP dp10 and HP dp18, respectively. The systems without Ca2+

were neutralized with 20 and 36 Na+ counterions for HP dp10 and HP 
dp18, respectively. Energy minimization was carried out in two steps: 
500 steepest descent cycles and 103 conjugate gradient cycles with 100 
kcal/mol/Å2 harmonic force restraints were followed by 3 × 103 

steepest descent cycles and 3 × 103 conjugate gradient cycles without 
any restraints. The system was then heated from 0 to 300 K for 10 ps 
with harmonic force restraints of 100 kcal/mol/Å2 and equilibrated at 
300 K and 105 Pa in isothermal isobaric ensemble for 100 ps. After-
wards, the MD production run was performed in the same isothermal 
isobaric ensemble for 1 μs. The MD run was performed five times and the 
simulations were combined yielding 5 μs for each system, in total. Ac-
cording to Genheden and Ryde, running several independent simula-
tions and averaging the results before analysis is statistically more 
appropriate than performing a single simulation of the length equal to 
the sum of the lengths of the shorter simulations (Genheden and Ryde, 
2010). Particle mesh Ewald method for treating electrostatics and 
SHAKE algorithm for all the covalent bonds containing hydrogen atoms 
were implemented in the MD simulations. 

2.3. Free energy components and entropy analysis 

Molecular Mechanics Generalized Born Surface Area (MM/GBSA) 
with igb=2 within AMBER16 software package (Onufriev et al., 2000) 
was used for the free energy calculations. Entropy calculations were 
performed using quasi-harmonic (QH) and normal mode (NM) ap-
proaches as implemented in AMBER16 within the default procedure. It 
should be kept in mind that entropy calculations for nanosecond-scale 
MD simulations may be very noisy and therefore should be interpreted 
meticulously for the systems with a high number of degrees of freedom 
(Homeyer and Gohlke, 2012; Gandhi and Mancera, 2009). QH involves 
calculations of the covariance matrix of atomic coordinates from MD 
simulations resulting from a harmonic energy surface, while neglecting 
anharmonic energy surface, and computes QH force constants, which 
are then used to calculate the entropy (Karplus and Kushick, 1981). In 
this way, the QH approach yields the conformational entropy of a 
molecule in an “effective” quadratic potential, implicitly including ef-
fects of solvent. Even though QH is essentially faster than NM, it is 
usually less accurate and has several limitations (Chang et al., 2005). 
NM method analyses the harmonic frequencies obtained from mini-
mized snapshots of MD simulations (Srinivasan et al., 1998) and esti-
mates the conformational entropy of a molecular system in vacuo. 
Despite being computationally expensive, this method has a solid 
capability to yield potentially valuable results in reproducing experi-
mental binding affinities (Genheden et al., 2012). The conformational 
entropy calculated by both above-mentioned methods represents only a 
part of the total entropy. 

In these calculations, all frames from the MD production run were 
considered. 
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2.4. Computational analysis of the HP properties 

The obtained MD trajectories for the six systems were processed with 
the CPPTRAJ (Roe and Cheatham, 2013) tool to generate the following 
data:  

• The radius of gyration (Rg) used in polymer physics to describe the 
dimensions of a polymer chain (here HP oligosaccharides). It is 
defined as: 

R2
g≝ 1

N
∑N

k=1
(rk − rmean)2  

where rmean is the mean position of N atoms.  
• Sugar ring puckering, calculated by determining the fraction of 

frames where a particular conformation occurred. Ring puckering 
Cremer-Pople conformation definitions (Cremer and Pople, 1975) 
were based on experimentally available data (for details see 
Table S1).  

• The distribution of dihedral angles of glycosidic linkages defined as 
O5n + 1-C1n + 1-O4n-C4n and C1n + 1-O4n-C4n-C5n, where n stands for 
the sequential number of a sugar monomeric unit.  

• Per-residue root mean square (rms) fluctuations.  
• Fractions and lifetimes of intramolecular hydrogen bond (H-bonds) 

for HP oligosaccharides. They were calculated defining a H-bond by 
the default values in CPPTRAJ (Roe and Cheatham, 2013) with a 
distance cut-off of 3.0 Å between the heavy atoms (H-bond acceptor 
and the one covalently bound to the hydrogen atom) and a hydrogen 
bond angle cut-off of 135◦. The number of reported hydrogen bonds 
was averaged over the individual MD trajectories and across repli-
cates, summarized and visualized using in-house scripts coded in 
Python 3.8.5 using the numpy 1.19.2 (Harris et al., 2020), pandas 
1.1.3 (McKinney, 2010) and matplotlib 3.3.2 (Hunter, 2007) 
libraries. 

Additionally, we performed analysis to monitor the coordination of 
Ca2+ to HP’s groups capable of this coordination: 2 sulfate groups (NS 
and 6 S) from GlcNS6S and one sulfate group (S) plus one carboxylate 
group (C6) from IdoA2S sugar unit. The distances between each Ca2+

and NS, 6S, S and C6 were calculated with CPPTRAJ. Then for each type 
of Ca2+ cut-off distances were measured based on distance distributions 
for the coordinated ions: for Ca2+ (type I) was 4.24 Å for sulfate groups 
and 4.02 Å for carboxylate group whereas for Ca2+ (type II) it was 
4.70 Å for sulfate groups and 4.55 Å for carboxylate groups. Finally, the 
probability of each Ca2+ to be coordinated by a particular HP’s chemical 
group was calculated. 

2.5. Data analysis and visualization 

Statistical analysis and graphical presentation of the data were per-
formed with R-package (Team, 2013) and gnuplot (Williams and Kelley, 
2013). Each trajectory was visualized with VMD (Humphrey et al., 
1996). 

3. Results and discussion 

The focus of our study was solely on HP-Ca2+ interactions. The role 
of Na+ was not investigated in this work in the detail. Visualization of 
Na+ ions in the obtained trajectories did not reveal either specific 
interaction between these ions and particular groups of the HP mole-
cules or any events in which these interactions were established longer 
than several picoseconds. The occupancy of specific position of Ca2+ is 
challenging to analyse visually due to the high flexibility of HP: when 
the HP trajectory is self-aligned, the respective modification of Ca2+

trajectory positions in space yield noisy representation, which is not 
useful for drawing any qualitative or quantitative conclusions. 

Therefore, we described HP-Ca2+ interactions in terms of the following 
structural, dynamic and energetic parameters: radius of gyration, ring 
puckering and glycosidic linkage conformational space, monosaccharide 
flexibility, intramolecular hydrogen bonding and MM-GBSA free energy 
components. 

3.1. Radius of gyration 

The flexibility of HP dp10 and HP dp18 was investigated by calcu-
lating their Rg in the absence and presence of Ca2+. For HP dp10 a small 
peak with a shoulder (10.5 Å) and a major well-defined peak (13 Å) 
were observed in the absence of Ca2+. The presence of Ca2+ (type I) 
induced a broadening of the peak at 13 Å whereas a well-defined peak 
with a lower Rg value (9.5 Å) was additionally observed. A decrease in 
the Rg values was also observed when the calculations were made with 
Ca2+ (type II) with the appearance of two peaks with Rg of 11 and 12 Å 
(Fig. 1). These data suggest that the significant part of the oligosac-
charide population undergoes a decrease in Rg value when the calcula-
tions are made with Ca2+ (type II), whereas only a far smaller fraction of 
the population undergoes this shift when the parameters of Ca2+ (type I) 
are used. This is reflected in the appearance of the probability density 
peaks that are missing for the data obtained from the trajectories in the 
absence of Ca2+ (left-shifted peaks in the probability density are labeled 
with an asterisk * in Fig. 1). Ca2+ also essentially induced a decrease in 
Rg values in HP dp18 oligosaccharides for both Ca2+ types. Recently 
Lazar et al. (2022) reported that conformational collapse of oligosac-
charides in the MD simulations with GLYCAM06j force field, which is 
used in our study, could occur for saccharide chains containing the 
deoxy sugar α-L-rhamnose after 400 ns (Lazar et al., 2022). They 
deduced that the irreversible collapse involved a formation of a hairpin 
structure, with a hinge in the middle of the saccharide and subsequent 
stabilization of the hairpin by multiple hydrogen bonds between 
opposing arms of the chain. Therefore, to refine our understanding of Rg 
changes in the presence of Ca2+ during the simulations, the Rg values 
were plotted as a function of time for HP dp10 (Fig. S2) and HP dp18 
(Fig. S3). In the absence of Ca2+ in 3 out of 5 MD simulations we did not 
observe any significant changes in Rg for HP dp10 (Fig. S2A) and similar 
was found to be true for HP dp18 (Fig. S3A). Furthermore, regardless of 
the inspected oligosaccharide and the type of Ca2+ used, the drop in Rg 
values was detected and apart from one MD simulation for HP dp18 in 
the presence of Ca2+ (type I), the changes in Rg value were gradually 
decreasing with time. Additionally, we performed a visual inspection of 
the HP dp18 structure in the absence and the presence of Ca2+ in 1 μs 
MD simulations. We chose the simulations for which the most pro-
nounced decrease in Rg was observed (Fig. S3). The snapshots from the 
simulations were taken at 0, 250, 500, 750 and 1000 ns and are depicted 
in Fig. 2. Although some bents were established in the HP structures 
(mainly at the chain’s ends) towards the end of simulations, no 
conformational collapse was observed in any of the investigated sys-
tems. Moreover, GLYCAM06j recently proved to be capable of yielding 
good agreement with the NMR data for the conformational ensemble of 
Arixta, which is a heparan sulfate specific pentasaccharide 
(GlcNS6D–GlcA–GlcNS3S6S–IdoA2S–GlcNS6S) (Janke et al., 2022). 
Based on our findings, we claim that Rg of oligosaccharides of various 
sizes is affected by the presence of Ca2+ in the MD simulations. The MD 
data are consistent with previous MD-based findings showing that Ca2+

and sulfation favour compact conformations of chondroitin sulfate 
(Guevench and Whitmore, 2021). 

3.2. Ring puckering conformational space 

The ability to accurately model HP and other oligosaccharides is 
hindered by the ring flexing (or puckering) motions that occur in indi-
vidual monosaccharides. Puckering of six-membered pyranose rings is 
proposed to be a 3D microsecond-timescale signature of numerous 
chemically distinct monosaccharides (Sattelle et al., 2010, 2012; Sattelle 
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and Almond, 2011, 2012) and is mechanistically critical for GAG mo-
lecular recognition and bioactivity (e.g., in heparin-mediated anti-
coagulation) (Hricovini et al., 2001; Das et al., 2001; Samsonov et al., 
2011b). Nevertheless, the puckering is difficult to quantify experimen-
tally since only the average values from the complete conformational 
ensembles are accessible in experiments. Furthermore, few computa-
tional studies have performed rigorous microsecond simulations of oli-
gosaccharides to investigate this phenomenon in biologically relevant 
carbohydrate sequences (Sattelle et al., 2015). We report here for the 
first time the impact of Ca2+ on HP monosaccharide unit ring puckering 
throughout the MD simulations and visualise it as bar plots reflecting the 
percentage of the conformations of each ring (i.e., 1C4, 4C1, 2S0, 1S3,  

Fig. 3). The GlcNS6S residues of both HP dp10 and HP dp18 predomi-
nantly adopted 4C1 ring conformation except for GlcNS6S (1) that also 
adopted 1C4 conformation in the presence of Ca2+. This conformation 
accounted for 20 % of the HP dp10 population for Ca2+ (type I) and 60 % 
for Ca2+ (type II), and a bit less than 10 % and 20 % in HP dp18 oli-
gosaccharides, respectively (Fig. 3). Furthermore, for IdoA2S residues 
three conformations 1C4, 4C1, and 2S0 were observed. The 2S0 confor-
mation is usually the less favourable one and was observed in HP dp10 
and HP dp18 in the presence of Ca2+ (type II), and in trace amounts in 
HP dp10 without Ca2+. To sum up, for HP dp10, the presence of Ca2+

affected ring conformations of residues 1 and 4 regardless of the Ca2+

type. For HP dp18, the conformational changes were observed for the 

Fig. 1. The radius of gyration of HP dp10 (left) and HP dp18 (right) in the absence and presence of each Ca2+ type. All frames from 5 × 1 μs MD simulations were 
analysed to calculate the probability. The peaks in the probability density caused by the presence of Ca2+ are labeled with * . 

Fig. 2. Behaviour of HP dp18 during the 1 μs MD simulations in the absence and presence of Ca2+. The snapshots were taken from all 5 MD simulations at 0, 250, 
500, 750 and 1000 ns, respectively. For the sake of clarity hydrogens and Ca2+ are not shown. 
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rings in residues 1, 4, 10 and 12 with differences for rings 4, 10 and 12 
depending on the Ca2+ type. These results are consistent with the data 
obtained by Satelle et al. (2013) from 5 μs MD simulations for HP and its 
fragments of different lengths (Sattelle et al., 2013) as well as with our 
data from 10 μs MD simulations for HP dp6 (Bojarski et al., 2019), 
showing the energetic preference of the 1C4 conformation for the IdoA2S 
ring independently of Ca2+ presence. However, taking into account that 
our simulations started with IdoA2S in 1C4 conformation and that their 
total duration (5 μs) was similar to the characteristic times for the ring 
puckering transitions reported by Sattelle et al. (2010), (2013), we 
cannot rule out that effects of Ca2+ on HP ring puckering could be 
observed in longer MD simulations. 

3.3. Glycosidic linkage conformational space 

Additionally, the conformational space of HP glycosidic linkages was 
analysed for HP dp10 and HP dp18 in the absence and presence of Ca2+. 
The conformations of glycosidic linkages were almost identical in all 
cases (Figs. 4 and 5). The heatmaps were obtained by summing up all 
glycosidic linkage populations corresponding to GlcNS6S-IdoA2S 
(referred to as even) and IdoA2S- GlcNS6S (referred to as odd) for 
each HP oligosaccharide. For GlcNS6S-IdoA2S, the first free energy 
minimum corresponds to the dihedral angles φ ~ − 100◦ and ψ ~ 100◦

and the second one to φ ~ − 100◦ and ψ ~ − 50◦. For IdoA2S-GlcNS6S 

only one minimum was observed for φ ~ 100◦ and ψ ~ 100◦. The results 
agree with those previously reported by Sattelle et al. (2013) and 
Bojarski et al. (2019). Besides, for each heatmap, the number of points 
near the minimum (within either ± 2 or ± 6 kcal/mol) was calculated, 
presented as a fraction, and summarized in Tables S2 and S3. For both 
HP dp10 and HP dp18 the lowest values were obtained when Ca2+ (type 
II) parameters were used in the MD simulations. Despite these small 
differences, no overall trend in the heatmaps can be proposed suggesting 
that either Ca2+ does not significantly influence the conformation of 
glycosidic linkages or that the force field we used prevented the obser-
vation of differences. 

3.4. Monosaccharide flexibility 

HP oligosaccharide behavior was also investigated in terms of per- 
residue root mean square fluctuations. Apart from the characteristic 
increase in the fluctuation of the first ring in each case, the subsequent 
rings looked rather similar, and no significant changes were observed in 
the presence of Ca2+ whatever the model used (Fig. 6). 

3.5. Intramolecular hydrogen bonds 

Another parameter that was considered in our computational anal-
ysis was the intramolecular hydrogen bonds. The total number of 

Fig. 3. Fractions of the HP residues ring puckering conformations 1C4, 4C1, 2S0, 1S3. For clarity, name and number of each residue was substituted with its number 
(GlcNS6S: odd numbers; IdoA2S: even numbers). 
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hydrogen bonds was represented as a fraction throughout the MD 
simulation (Fig. 7). Both HP dp10 and HP dp18 have a similar distri-
bution in the absence or presence of Ca2+ (type I). However, there was a 
marked change in the pattern when Ca2+ (type II) was used. Our results 
show that Ca2+ (type II) contributed to the formation of a higher number 
of intramolecular hydrogen bonds, shifting its distribution maximum 
from 5 to 6 hydrogen bonds formed for HP dp10 and from 9 to 11 for HP 
dp18 in comparison to Ca2+ (type I), respectively. The higher fraction of 

intramolecular hydrogen bonds formed suggests that HP oligosaccha-
rides adopt a more compact conformation as it was similarly observed by 
MD in chondroitin sulfate (Fadda and Woods, 2010). The increase in the 
number of established intramolecular hydrogen bonds could also reflect 
a decrease in HP oligosaccharide flexibility in the presence of Ca2+. 
Furthermore, the formation of hydrogen bonds between pairs of HP 
monosaccharide residues was normalized by the length of each simu-
lation and summarized in Fig. 8. These data also reveal clear differences 

Fig. 4. Glycosidic linkage heatmaps for φ and ψ dihedral angles of HP dp10. The data have been summed up for all GlcNS6S-IdoA2S (even) and all IdoA2S-GlcNS6S 
(odd) glycosidic linkages. 

Fig. 5. Glycosidic linkage heatmaps for φ and ψ dihedral angles of HP dp18. The data have been summed up for all GlcNS6S-IdoA2S (even) and all IdoA2S-GlcNS6S 
(odd) glycosidic linkages. 
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Fig. 6. Root mean squared fluctuations of monosaccharide unit in HP dp10 (left) and HP dp18 (right) in the absence and presence of each Ca2+ type.  

Fig. 7. Number of hydrogen bonds present in HP dp10 (left) and HP dp18 (right) in the absence and presence of each Ca2+ type as the fraction of MD trajectory 
frames in which this number of hydrogen bonds was formed. 

Fig. 8. The mean occupancy of intramolecular hydrogen bonds formed during MD simulations for HP dp10 (A) and HP dp18 (B) in the absence and presence of Ca2+. 
The occupancy (increasing from blue to yellow) is computed as the fraction of MD trajectory frames in which a hydrogen bond was formed between the given 
residues as calculated by CPPTRAJ. 
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for the Ca2+ types used. 

3.6. Free energy components 

Thermodynamic properties of the HP molecules were analysed in the 
presence of Ca2+ of both types to estimate the impact of Ca2+ model on 
the free energy components and the conformational ensemble of the HP 
molecules. The values for free energies and entropy obtained at 300 K 
are summarized in Table S4. Total free energy and QH entropy values 
differed in the presence of Ca2+ types I and II for both HP dp10 and HP 
dp18. Differences between Ca2+ (types I) and Ca2+ (type II) were 
observed for ΔGvdw, ΔGelec, ΔGGB, and ΔGSURF in both HP dp10 and HP 
dp18. The absolute values of ΔGele and ΔGGB were significantly lower 
and higher for Ca2+ (type I) in comparison to Ca2+ (type II), respectively, 
suggesting fundamentally distinct electrostatic screening effects within 
the Generalized Born implicit solvent model originated from the ion’s 
parameters as charge density distribution and ion geometry/size. In the 
Generalized Born model, the electrostatic potential is calculated in grid 
points around the solute aiming to reproduce the effect of the solvent 
implicitly. Therefore, both the changes in the spacial charge distribution 
of the solute as well as of the space occupied by the ion and, therefore, 
inaccessible for the implicit solvent (corresponding grid points) essen-
tially affect the electrostatic potential calculated in the aproximity of the 
solute. These data suggest that the type of Ca2+ used in the simulation 
also substantially affects MM-GBSA free energy and entropy calculation 
results. 

3.7. Coordination of Ca2+ to HP 

We monitored the distance between Ca2+ and potential coordinating 
groups of HP: 2 sulfate groups (NS and 6 S) from GlcNS6S and one 
sulfate group (S) and one carboxylate group (C6) from IdoA2S sugar unit 
during the MD simulations. The findings are summarized in Fig. 9. There 
was a clear difference in coordination depending on which type of Ca2+

was used. In case of Ca2+ (type I) the coordination by a carboxylate 
group was preferred as the overall probability of Ca2+ binding to C6 is 
twice as much as to the other HP coordinating groups. In contrast, for 
Ca2+ (type II) we did not observe any preferred coordination suggesting 
that Ca2+ (type II) had equal probability to be coordinated by one of HP 
negatively charged groups. In case of Ca2+ (type II), ions were coordi-
nated substantially longer than when Ca2+ (type I) was used. 

4. Conclusion 

This work aimed at analysing the impact of Ca2+ on conformational 
and dynamic properties of two HP oligosaccharides of two different 
lengths using MD-based approaches. HP sequences represent major 

building blocks of long heparan sulfate molecules, which have high 
biological relevance in many processes critical for the proper func-
tioning of the extracellular matrix. The in-depth computational analysis 
using two parameter sets for Ca2+ focused on the Rg, ring puckering, 
glycosidic linkages, intramolecular hydrogen bonding and thermody-
namic parameters of the HP molecules was performed for the trajec-
tories obtained from μs-scale MD simulations. MD-based analysis 
allowed to conclude that the flexibility of the monosaccharides, the 
glycosidic linkages and ring puckering were not significantly affected by 
the presence of Ca2+, in contrast to H-bond propensities and the theo-
retically determined Rg for a fraction of the oligosaccharide populations 
in both HP dp10 and dp18. Our findings also suggest the crucial 
importance of the Ca2+ parameters for modelling protein-HP in-
teractions involving Ca2+ and shows the limitation of the currently 
available parameters to model binary (GAG-ion) and ternary (protein- 
ion-GAG) complexes. We did not dissect highly specific interactions with 
either type of Ca2+ which could be partially attributed to the persisting 
fundamental challenges in the ion parameterization. At the same time, 
we observed that thanks to their divalent nature, Ca2+ are able to 
decrease the length of HP molecules. This increased compactness in the 
presence of Ca2+ is caused by the bridging between the negatively 
charged groups of the HP and the ion, which is a dynamic process. In 
contrast, Na+ and other potentially other monovalent ions are not 
charged enough to bring the negative groups together and stabilize them 
essentially. Moreover, our work clearly indicates the need for more 
advanced and physically more appropriate models for the analysis of 
these complexes, where electrostatic effects are crucial: in particular, the 
use of polarizable water models could be highly beneficial for achieving 
an improved description of these molecular systems. Increased amount 
and accuracy of structural data as well as further computational and 
experimental analyses of such molecular systems are needed to draw 
firm conclusions about the most appropriate divalent ion parameters for 
modelling ion-dependent protein-GAG interactions. 
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a b s t r a c t

Cyclodextrins (CDs) are novel pharmaceutical excipients and are widely used in the pharmaceutical
industry and drug delivery due to their ability to form host–guest complexes. There are countless struc-
tural features of guest molecules responsible for the efficiency of guest–CD interactions. Among these fac-
tors, the hydrophobic moieties of a guest and their size are commonly considered to govern its binding
affinity to CD molecules. Experimentally, it is often challenging to extract structural and dynamic infor-
mation at the atomic scale about CD inclusion complexes, especially in the aqueous phase. Therefore, this
study consisted of experimental (isothermal titration calorimetry and conductometric titration) and in
silico analysis to rigorously characterize the interactions of b -CD with three alkyl sulfates of different
hydrophobic chain lengths: sodium dodecyl sulfate (S12S), sodium decyl sulfate (S10S) and sodium octyl
sulfate (S8S) in aqueous solutions. We find that the hydrophobic interactions are not always a key factor
leading to the formation of stable inclusion complexes. Our results demonstrate that van der Waals inter-
actions contribute more to complexation efficiency for sulfates with a longer hydrophobic tail, whereas
electrostatic interactions are more pronounced for sulfates with shorter ones. Furthermore, we propose
and discuss for the first time the putative mechanisms of the guest entering the host cavity conditioned
by the lengths of hydrocarbon chains of alkyl sulfates. Finally, we prove that different types of inclusion
complexes can exist in a conformational equilibrium depending on the size of a guest tail.

! 2022 Elsevier B.V. All rights reserved.

1. Introduction

Cyclodextrins (CDs) arewell-knownexcipientswith applications
ranging from life sciences to innovative technologies [1–10], and
recently published reviews reflect their importance [11–17]. CDs
belong to a class of cyclic oligosaccharides, the most common ones
being a, b and c-CDs formed by six, seven and eight a-(1–4) D-
glucopyranoses units, respectively. The number of these units in
the cyclic oligosaccharides determines the size of the cavity. The
specific coupling regarding the glycosidic linkage type of these glu-
cose monomers is responsible for a unique molecular structure of
CDs with a hydrophilic exterior and hollow hydrophobic interior
[3,18]. This distinctive structure of CDs is at the origin of their pecu-
liar physicochemical properties, particularly their ability to form
host–guest complexes. Due to the formation of these inclusion com-
plexes, the guestmolecules’ biological, chemical, and physical prop-
erties can be altered. CDs have been used for pharmaceutical
applications, mainly as solubilizers and stabilizers for hydrophobic

or biological drugs [19,20]. Therefore, investigations of the
molecular recognition between CD (the host) and the rich diversity
of guest species, namely low-molecular-weight compounds such
as potential drugs, natural metabolites etc., are the subject of the
ongoing studies. Of great interest are the structural factors govern-
ing the affinity of a guest to hosts.

Considering the specific structural features of CDs, the size and
specific properties of the guests’ hydrophobic and/or hydrophilic
moiety play a crucial role in the stability of the resulting inclusion
CD-complexes. Among guest molecules, surfactants are an impor-
tant group of compounds for both a fundamental understanding of
these systems and their practical applications [16]. In addition, they
can be used as models for studying the relationship between the
structure of a guest molecule and the stability of the resulting CD-
complexes. To get better insights into the host–guest interactions
numerous experimental and theoretical methods are employed.
Muchattentionhasbeenpaid to the synthesis and structural charac-
terization of CD complexes. Among these, there are 32, 112 and 6
inclusion complexes for a-CD, b -CD and c-CD, respectively, which
were identified by the X-ray diffraction technique (R-factor
<=0.075) [21]. According to the CCDC, the number of deposited b -
CD-(guest) structures ismuch larger in comparison to thecomplexes
with a-CD and c-CD hosts due to the relatively low cost of the CD

https://doi.org/10.1016/j.molliq.2022.119978
0167-7322/! 2022 Elsevier B.V. All rights reserved.

⇑ Corresponding authors.
E-mail addresses: dariusz.wyrzykowski@ug.edu.pl (D. Wyrzykowski), sergey.

samsonov@ug.edu.pl (S.A. Samsonov).
1 Authors contributed equally.

Journal of Molecular Liquids 364 (2022) 119978

Contents lists available at ScienceDirect

Journal of Molecular Liquids

journal homepage: www.elsevier .com/locate /mol l iq

http://crossmark.crossref.org/dialog/?doi=10.1016/j.molliq.2022.119978&domain=pdf
https://doi.org/10.1016/j.molliq.2022.119978
mailto:dariusz.wyrzykowski@ug.edu.pl
mailto:sergey.samsonov@ug.edu.pl
mailto:sergey.samsonov@ug.edu.pl
https://doi.org/10.1016/j.molliq.2022.119978
http://www.sciencedirect.com/science/journal/01677322
http://www.elsevier.com/locate/molliq


production and the size of theb -CD cavity intowhichmanyguest fit.
However, there are no reports on the crystal structures of CD-
surfactant complexes. The examination of thenature andmagnitude
of the driving forces in a solution will provide useful information
regarding the strategy of designing new, appropriate guests of
desired properties. The characterization of CD inclusion complexes
formation is not always a simple task and often requires different
analytical techniques depending on the physical and chemical prop-
erties of the guest. The review by Mura portrays the most conven-
tional analytical approaches for studying the CD-guest interactions
in an aqueous solution, emphasizing their potential merits as well
as disadvantages and limitations [22]. In the case of ionic surfactants
as guestmolecules, there are twomain analytical tools to character-
ize the CD-surfactant interactions in solution [23]. The first one is
conductometric titration successfully used to evaluate a binding
constant and the critical micelles concentration (cmc) [24–26]. The
second one is isothermal titration calorimetry (ITC) more accurate
quantitative technique than electric conductivity. ITC allows the
direct determination of stoichiometry, a binding constant and a
binding enthalpy, and is considered a powerful tool.

Molecular dynamics (MD) simulations are becoming invaluable
tools for studying biomolecular structure and dynamics [27,28].
They enable the determination of structural, energetic, and ther-
modynamical properties of molecular systems [29]. Since the early
2010 s, there has been a rapid increase in the number of works
published concerning the substantial advantages of deploying
MD simulations in the CD host–guest complexes, followed by
post-MD calculations. Furthermore, the latest applications of
umbrella sampling (US) proved that state-of-the-art methods of
MD could be beneficial in studying and designing CD complexes.
Mazurek et al. provided a comprehensive review of the current
developments in the applications of MD simulations in the analysis
of CDs [30]. Recently, we have demonstrated that MD simulations
followed by binding free energy calculations are an effective way
to predict, identify and rank the potential binding sites in
protein-small molecule complexes [31,32].

In this paper, we report the results of calorimetric (ITC) and
conductometric studies supported by in silico analysis on the inter-
actions of b-CD with three anionic surfactants of different alkyl
chain lengths, namely sodium dodecyl sulfate (S12S), sodium decyl
sulfate (S10S) and sodium octyl sulfate (S8S) (Fig. 1.). The selected
surfactants enabled to assess the effect of the length of the
hydrophobic carbon chain of the guest on the stability of inclusion
complexes and the binding mode of the guest molecules. The pre-
sented findings can broaden our knowledge of how the size of
hydrophobic guest (drug) moiety influences the efficiency of com-
plex formation, and thus the drug delivery potential of different
lipophilicity as b-CD complexes.

2. Materials and methods

2.1. Materials

b-Cyclodextrin (b-CD, !97 %, CAS: 7585-39-9), sodium dodecyl
sulfate (S12S, CAS: 151-21-3, !99 %), sodium decyl sulfate (S10S,
CAS:142-87-0, 98 %), sodium octyl sulfate (S8S, CAS: 142-31-4,
!95 %) were purchased from Sigma Aldrich (Poland) and used
without further purification. Double-distilled water (purified by
Hydrolab-system) with conductivity not exceeding 0.18 lS cm"1

was used for preparations of aqueous solutions.

2.2. Conductometric measurements

Conductometric titration experiments were performed in water
at 298.15 ± 0.01 K, in a 30-mL thermostated cell, using the Cerko

Lab System microtitration unit fitted with the 5-mL Hamilton’s
syringe and the conductometric sensor (CD-201, Hydromet,
Poland). The sensor was calibrated with conductivity standards
(aqueous KCl solutions) of conductivity 84 lS/cm and 200 lS/cm,
purchased from Hamilton Company. The titrant (4 mM b-
Cyclodextrin solution) was added to the titrand (0.2 mM surfactant
solution: S12S, S10S or S8S) in increments of 0.02 mL and a pose 60
sec. Each titration was repeated a least twice in order to check the
reproducibility of the data.

2.3. Isothermal titration calorimetry

All ITC experiments were performed at 298.15 K using the Auto-
ITC isothermal titration calorimeter (MicroCal Inc. GE Healthcare,
Northampton, USA). The details of the measuring devices and
experimental setup were described previously [33]. The reagents
were dissolved directly into H2O. The experiment consisted of
injecting 10.02 lL (29 injections, 2 lL for the first injection only,
injection duration: 20 sec., injection interval: 240 sec.) of 4 mM
b-cyclodextrin solution into the reaction cell which initially con-
tained 0.2 mM surfactant solution (S12S, S10S or S8S). For each
experiment, a blank was performed by injecting the titrant solu-
tion (b-CD) into the cell filled with water only. This blank was sub-
tracted from the corresponding titration to account for the heat of
a dilution.

2.4. Structures

The structures of b-CD-host with S12S, S10S and S8S guests
were built in Xleap module of AMBER16 software package [34].
The structure of S12S was used from our previous work [31] and
based on it S10S and S8S structures were prepared by removing -
C2H5 and -C4H9 from S12S, respectively. The initial complexes were
built by placing a guest molecule close but in a random orientation
to the host molecule.

2.5. Electrostatic potential calculations

To calculate the electrostatic potential isosurfaces of b -CD, a
Poisson Boltzmann surface area (PBSA) program from AmberTools
[34] was used with a 1 Å grid spacing step. The obtained electro-
static potential maps were visualized with VMD software [35].

2.6. Molecular dynamics simulations

All-atom Molecular Dynamics (MD) simulation for each host–
guest system was performed with the use of AMBER16 software
package [34]. Truncated octahedron TIP3P periodic box of 10 Å
water layer from box’s border to solute was used to solvate com-
plexes. Charge was neutralized with Na+ counterions. GLYCAM06
force field for the b-CD-host [36] and gaff force field parameters
[37] with RESP charges [38] obtained in antechamber module of
AMBER16 [34] for the guests S8S, S10S and S12S were used, respec-
tively. Energy minimization was carried out in two steps: begin-
ning with 500 steepest descent cycles and 103 conjugate gradient
cycles with 100 kcal/mol/Å2 harmonic force restraints, continued
with 3x103 steepest descent cycles and 3x103 conjugate gradient
cycles without any restraints. Following minimization steps, the
system was heated up from 0 to 300 K for 10 ps with harmonic
force restraints of 100 kcal/mol/Å2. Subsequently, the system was
equilibrated at 300 K and 105 Pa in the isothermal isobaric ensem-
ble for 500 ps. Afterwards, the productive MD run was carried out
in the same isothermal isobaric ensemble for 1 ls. The particle
mesh Ewald method for treating electrostatics and SHAKE algo-
rithm for all the covalent bonds containing hydrogen atoms were
implemented in the MD simulations.
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2.7. Binding free energy calculations

Energetic postprocessing of the trajectories and per-residue
energy decomposition were performed for all systems with the
use of Linear Interaction Energy (LIE) with a dielectric constant
of 80 and Molecular Mechanics Generalized Born Surface Area
(MM-GBSA) [39] using a model with surface area and Born radii
default parameters as implemented in the igb = 2 model in
AMBER16 [34]. MD frames corresponding to the complex in which
structure reached convergence in terms of the RMSD were
analysed.

2.8. Umbrella sampling and the potential of mean force

2.8.1. Preparation of US simulations
The initial structure of each complex for the US simulations was

obtained from the MD trajectory frame, in which the lowest RSMD
value to the average one of the guests throughout the simulation
was observed. The distance between the C-end (carbon that is fur-
thest from the S-atom, see Fig. 1) and the centre of mass of b-CD
was measured and defined as a reaction coordinate. By using this
bound conformation as a starting window, we gradually moved
the guest along the positive (C-pull) and negative (S-pull) Y-axis
with a 1.0 Å step for 50 Å in both directions, until the guest was
unbound (was beyond the cut-off distance for non-bonded interac-
tions). This way we defined the paths C-pull and S-pull for guest
dissociation along the primary and secondary cavity of b-CD
(Fig. 1).

2.8.2. Running US simulations
US was performed to compute the potential of mean force

(PMF) along the dissociation pathway in AMBER 16 [40]. In US, a
series of windows was evenly located along the reaction coordi-
nate, and conformational sampling in these windows was achieved
by enforcing an external biasing potential for 10 ns in each win-
dow. The sampling in each window overlapped with the ones in
adjacent windows so that the unbiased PMF could be reproduced

by removing the biasing potential. The size of the periodic box
was essentially increased in comparison to the previously
described simulations to avoid potential artifacts in PMF calcula-
tions that could be caused by insufficient periodic box size in the
course of the guest movement. Once all the US MD simulations
were completed, the data collected from different simulation win-
dows were combined along the reaction coordinate to calculate the
PMF profile for the whole structural transition process with the
Weighted Histogram Analysis Method (WHAM) [41] using the
code developed by Alan Grossfield [42]. For each host–guest com-
plex two US simulations were performed, along C-pull and S-pull
pathways, making, in total, six US MD simulations. In WHAM,
the tolerance of iteration was set to 0.001, and the temperature
to 300 K. Finally, LIE was calculated for each window for each sys-
tem for the energetically most favourable path.

2.9. Data analysis and visualisation

Data analysis and its visualization were performed with the use
of the R-package [43] and VMD [35].

3. Results and discussion

3.1. Equilibrium constants of complex formation – Conductometric
studies

Equilibrium constants of the investigated (b-CD) – (SXS, X = 12,
10 and 8) complexes formation were calculated based on conduc-
tometric titration data. On the assumption a stoichiometry of the
complexes under study equals 1:1 (host:guest), the binding con-
stant K is expressed by the following equation:

b" CD þ SXS¢ b" CDð Þ " SXSð Þ"

K ¼ ½ðb" CD" SXSÞ"(
b" CD½ (½SXS"(

Fig. 1. Chemical structure of the investigated guest anions.
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where [(b-CD)-(SXS)]-, [b-CD], [SXS]- are the concentrations of the
complex, host and guest molecules in a solution in the equilibrium
state, respectively. The binding constants K were refined from the
equation [44]:

Kobs ¼ ½K ) cSXS"" cCDð Þ " " 1

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 cb " cSXS

" #2 þ 2K cSXS þ cCDð Þ þ 1
q

Kf "Kc

2K ) cSXS

$ %
þKc

(where Ʌobs is the observed molar conductance of the titrated solu-
tion, Ʌf is the molar conductance of SXS in a pure solvent, Ʌc is the
molar conductance of the (b-CD)-(SXS) complex, cCD and cSXS are the
total concentration of the host and the guest, respectively) by least-
squares calculations from conductometric data using the Origin 8.5
program (ver. 8.5). The adjustable parameters, namely K and Ʌc

were collected in Table 1. The free energy of binding (DG) was cal-
culated using the standard thermodynamic relationship:
DG = "RTlnK (R is the gas constant, and T, in degrees Kelvin, is
the absolute temperature at which the interaction takes place).
The changes of molar conductance (Kobs) vs the b-CD to SXS molar
ratio ([b-CD]/[SXS]) together with the theoretical curves calculated
based on the parameters (K and Kc) collected in Table 1 are pre-
sented in Fig. 2. The molar conductance decreases slightly with
the increase of b-CD in the reaction mixture on account of the for-
mation of the b-CD-(SXS) complexes which are less effective as a
charge carrier than the free (uncomplexed) SXS anions.

The conductometric data revealed that the thermodynamic sta-
bility of the resulting b-CD-(SXS) complexes increases with the
increase of the hydrophobic chain length of the SXS surfactant
(Table 1):

logKS12S > logKS10S > logKS8S

jDGS12Sj > jDGS10Sj > jDGS8Sj

A similar phenomenon has already been observed for b-CD
complexes with cationic single chain surfactants and bolaforms
(the surfactants with two water-soluble heads connected by a
hydrophobic spacer) [23]. The changes in the binding parameter
m defined as the moles of bound SXS by each mole of b-CD
(m ¼ b"CDð Þ" SXSð Þ½ (

b"CD½ (þ b"CDð Þ"SXS½ () as a function of the free SXS ([SXS]) were com-
pared for the investigated b-CD/SXS systems. Graphic representa-
tions of the simulated data for the b-CD/(SXS) binding
equilibrium with the experimentally determined binding con-
stants (Table 1) are presented in Fig. 3.

The binding constant (K) and calculated indirectly the free
energy of binding (DG = f(K)) are well-known parameters describ-
ing the affinity of a macromolecule to a ligand. However, these
parameters provide only general information about the stability
of the complex. The complex formation is accompanied by a vari-
ety of processes, such as conformational changes of the reactants,
breaking and formation of hydrogen bonds, electrostatic and
hydrophobic interactions as well as fluctuations in the reaction
environment. For these reasons, the direct determination of bind-
ing parameters (DH, and indirectly DS) becomes necessary for
describing the energetic aspects of the interactions as well as the
nature and magnitude of the forces responsible for the mutual
affinity of the host to the guest.

3.2. Thermodynamic parameters of the interactions – Calorimetric
studies

BindingparametersK andDG canbe determinedwith a variety of
methods [22]. However, the key to quantifying the binding thermo-
dynamics is measuring the binding enthalpy (DH). Among the
diverse analytical methodologies, isothermal titration calorimetry
(ITC) is considered one of themost useful techniques enabling direct

Table 1
Logarithms of the equilibrium constants (logK), the molar conductance (Kc) of the
complex and free energies of binding (DG) of the b-CD complexes with sodium
dodecyl sulfate (S12S), sodium decyl sulfate (S10S) and sodium octyl sulfate (S8S) in
aqueous solutions, at 298.15 K (standard deviation values in parentheses).

Parameter S12S S10S S8S

logK 4.11 (±0.03) 3.69 (±0.05) 3.38 (±0.02)
Kc [S cm2 mol"1] 65.7 (±0.2) 67.9 (±0.6) 77.6 (±0.2)
DG [kcal mol"1] "5.61 (±0.05) "5.04 (±0.07) "4.61 (±0.03)

Fig. 2. Dissociation pathways of S8S from the b-CD complex. The C-pull pathway is
when the C-end of the guest is pulled and the S-pull pathway is when the S-end is
pulled from the b-CD. For clarity, hydrogens are not shown.

Fig. 3. Molar conductance (experimental data – blue squares) and (theoretical data
– solid red lines) vs molar ratio [b-CD]/[SXS] in an aqueous solution at 298.15 K.
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calculation ofDHITC based on the measurement of the heat released
or absorbed upon a complex formation [45]. The knowledge of ther-
modynamic parameters of the reactions provides a complete ther-
modynamic characterization of the interactions under study, and
thus enables a better understanding of the investigated processes
than that of simple binding constants. Furthermore, the dependence
of thermodynamicpropertiesonstructuraldetail is essential to com-
prehend how the interactions occur [46,47].

Representative binding isotherms for b-CD – SXS interactions in
an aqueous solution are shown in Fig. 4, whereas thermodynamic
parameters of the complex formation are summarized in Table 2.
The stoichiometry of the inclusion complexes, the binding constant
KITC and the binding enthalpy DHITC were obtained directly from
the ITC experiments by fitting binding isotherms to the experimen-
tal data, using the non-linear fitting least-squares procedure and
the equilibrium model that assumes a single set of identical bind-
ing sites. The free energy of binding DGITC and the entropy DSITC of
the interaction were calculated using the relationships:
DGITC = "RTlnKITC = DHITC " T∙DSITC.

The stoichiometry (N) of b-CD:SXS complexes determined
directly fromITCdata (Table2) justifies theassumption takenduring
the analysis of conductometric data about the formation of 1:1 (the
host to the guest) complexes. Furthermore, the binding constantK of
the resultingb-CD complexes and thus the free energyof bindingDG
obtained based on conductometric and calorimetric data are equal,
within the range of the experimental errors (Tables 1 and2). The for-
mation of the complexes is accompanied by the release of the heat.
The binding enthalpy adopts slightly more negative values with
the increase of the length of the hydrophobic tail of the guest. Simul-
taneously, the increase in the entropy change is observed. Among

different types of non-covalent forces, electrostatic and van der
Waals interactions, aswell as hydrophobic interactions, are involved
in the interactions of b-CDwith SXS. The former are enthalpy driven
whereas the latter are entropy-driven. The inner volume of the b-CD
cavity (270 Å3) fits best to accommodate the S12S chain with the
methylene (–CH2-) volume equal to 27 Å3. Consequently, due to
the established essential contacts of the S12S tail with the CD cavity,
van der Waals interactions seem to contribute significantly to the
exothermic effect of the complex formation. Furthermore, a more
rigid structure is expected for the shortest tail guest (S8S) onaccount
of electrostatic interactions of a negatively charged head group (-
OSO3

- ) with primary or the secondary hydroxyl groups located on
rims. It manifests itself in the decrease of translation and conforma-
tion freedom of SXS upon complexation that is reflected in less pos-
itive values of the entropic factors (TDS) (Table 2). To get some
insight into the factors underlying the stability of the investigated
inclusion complexes and for a better understanding of the

Fig. 4. Binding plots of the investigated systems: (1) b-CD/(S12S), (2) b-CD/(S10S) and b-CD/(S8S) simulated based on binding constants KSXS (Table 1). (A) Binding curves: m =
KSXS ½SXS(

1þKSXS ½SXS(
; (B) Double reciprocal representation: 1

m ¼ 1þ 1
KSXS ½SXS(

; (C) Hill representation: log v
1"v
" #

¼ log KSXS SXS½ (ð Þ; (D) Scatchard representation: m
½SXS( ¼ KSXS " KSXSm.

Table 2
The thermodynamic parameters of sodium dodecyl sulfate (S12S), sodium decyl
sulfate (S10S) and sodium octyl sulfate (S8S) binding to b-CD (standard deviation
values in parentheses) in aqueous solutions, at 298.15 K.

ITC S12S S10S S8S

N(the stoichiometry) 1.10 (±0.03) 1.17 (±0.07) 0.84 (±0.06)
logKITC 4.12 (±0.03) 3.61 (±0.04) 3.23 (±0.03)
DGITC [kcal mol"1] "5.62 (±0.04) "4.92 (±0.05) "4.41 (±0.03)
DHITC [kcal mol"1] "2.30 (±0.07) "2.13 (±0.17) "1.76 (±0.16)
TDSITC [kcal mol"1] 3.32 (±0.08) 2.79 (±0.17) 2.65 (±0.04)

Małgorzata M. Kogut, O. Grabowska, D. Wyrzykowski et al. Journal of Molecular Liquids 364 (2022) 119978

5



mechanisms responsible for b-CD/SXS interactions computational
methods have been employed.

3.3. Assessment of the electrostatic potential of b-CD cavities

The PBSA program from the AmberTools package was used to
calculate the electrostatic potential isosurfaces corresponding to
the primary and secondary cavity of b-CD. The obtained electro-
static potential maps are depicted in Fig. 5. The results revealed
substantial differences between the analyzed cavities. It is clearly

visible that the potential binding site for the negatively charged -
OSO3

- group is extended over a greater area in the case of the sec-
ondary cavity.

3.4. Putative entrance mechanisms - molecular dynamics (MD)
simulations

Three 1 ls MD simulations were carried out to examine how
various lengths of hydrocarbon chains of the guests might influ-
ence a host–guest complex formation. Mazurek et al. reported that

Fig. 5. Calorimetric titration isotherms of the binding interactions between b-CD and (A) sodium dodecyl sulfate (S12S), (B) sodium decyl sulfate (S10S) and (C) sodium octyl
sulfate (S8S) in aqueous solutions, at 298.15 K.

Fig. 6. Electrostatic potential isosurfaces for the primary (A) and secondary (B) cavities of b-CD (blue, 4 kcal mol-1e-1).
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there had not been any published attempt to simulate such
systems other than through the molecular docking procedure
[30]. In our work, we relied exclusively on the MD findings without
performing a molecular docking procedure as a first step. Initially
in each simulation, we placed the guest in proximity to b-CD. Sub-
sequently, we performed a visual inspection of the generated tra-
jectories. Although the guests successfully entered the cavity of
the host, it did not happen in the same manner. We observed that
S12S accessed the host through the primary cavity entering via S-
end first, whereas S10S and S8S entered through the secondary
cavity with the C-end first. Since the initial positions of guests were
random, we decided to check whether any mechanism of how the
guest enters the host would be preferable. We analyzed four ways
of how it could happen: S-end first via the primary cavity (S1), C-
end first via the secondary cavity (C2), C-end first via the primary
cavity (C1) and S-end first via the secondary cavity (S2). In each

case, a guest was placed in proximity to either a primary or
secondary cavity pointing its either C- or S-end at the center of
b-CD (as shown in Fig. 3) and five short independent MD simula-
tions were carried out. Subsequently, different entrance mode
leads to different inclusion complex formation, if S1 or C2 were
preferred Complex 1 was formed if C1 or S2 then Complex 2
(Fig. 6). Based on our findings that are summarized in Table 3 we
see that:

– the mechanism S2 was never observed;
– for S12S, C2 and S1 were preferred, and Complex 2 was formed
only once;

– for S10S, C1 and C2 were observed;
– S8S was the most flexible in terms of entering b-CD because C1,
C2 and S1 entrance mechanisms were detected. To sum up,
Complex 1 forms more preferentially.

Table 3
For each system five independent simulations were performed to inspect for the preferred mechanism of the entrance. The table summarizes whether the guest entered the host
at any point of the simulation.

Guest Mechanism of entrance

C1 C2 S1 S2
S12S 1 No 1 No 1 Yes 1 No

2 No 2 Yes 2 Yes 2 No
3 No 3 Yes 3 Yes 3 No
4 Yes 4 Yes 4 Yes 4 No
5 No 5 Yes 5 Yes 5 No

S10S 1 Yes 1 No 1 Yes 1 No
2 Yes 2 Yes 2 No 2 No
3 Yes 3 Yes 3 No 3 No
4 Yes 4 Yes 4 No 4 No
5 Yes 5 Yes 5 No 5 No

S8S 1 No 1 Yes 1 Yes 1 No
2 Yes 2 Yes 2 Yes 2 No
3 Yes 3 Yes 3 Yes 3 No
4 Yes 4 Yes 4 Yes 4 No
5 Yes 5 Yes 5 Yes 5 No

Table 4
MMGBSA and LIE free energy decomposition values for dodecyl sulfate (S12S), decyl sulfate (S10S) and octyl sulfate (S8S) guests in the guest–host complexes (DGele = electrostatic
component in vacuum,DGvdw = van der Waals component,DGGB = Generalized Born reaction field component, DGSURF = non-polar solvation component, DGtotal = total free energy
of binding).

Guest LIE [kcal/mol] MMGBSA [kcal/mol]

DGele DGvdw DGtotal DGele DGvdw DGGB DGSURF DGtotal

S12S "0.2 "23.8 "23.9 ± 2.7 "12.5 "23.8 26.5 "3.5 "13.2 ± 2.3
S10S "0.2 "22.4 "22.6 ± 2.7 "15.3 "22.4 28.9 "3.3 "12.1 ± 2.4
S8S "0.2 "20.6 "20.8 ± 2.7 "16.7 "20.6 29.8 "3.1 "10.6 ± 2.3

Table 5
Free energy binding (DGbinding) for dodecyl sulfate (S12S), decyl sulfate (S10S) and octyl sulfate (S8S) guests obtained from C-pull and S-pull dissociation pathways for Complex 1
and Complex 2.

Guest DGbinding [kcal/mol]

Complex 1 Complex 2

C-pull path S-pull path C-pull path S-pull path

S12S "3.4 "1.3 "3.3 "2.0
S10S "2.7 "1.8 "1.4 "2.2
S8S "1.3 "1.5 "1.4 "3.4
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Fig. 7. Four potential mechanisms for how the guest could enter b-CD: S1 = S-end first via primary cavity, C2 = C-end first via secondary cavity, C1 = C-end first via primary
cavity and S2 = S-end first via secondary cavity. For the clarity the colour of the guest molecule in Complex 1 and Complex 2 was changed in comparison to the unbound guest,
and hydrogen atoms were omitted.

Fig. 8. PMF of dodecyl sulfate (S12S, black), decyl sulfate (S10S, red) and octyl sulfate (S8S, blue) dissociation from b-CD for Complex 1 (A) and Complex 2. Pathways C-pull
and S-pull are combined on the same plot and the direction of each is marked by a green arrow.
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3.5. Electrostatic vs Van der Waals interactions - binding free energy
analysis

To estimate the free energy of binding in the b-CD-guest inclu-
sion complexes, we used two popular endpoints approaches: LIE
and MMGBSA (Table 4). Based on LIE results, we did not observe
the change in the electrostatic component of the binding, which
is calculated with the use of the isotropic dielectric constant. On
the other hand, the MMGBSA technique showed that the shorter
the hydrophobic chain, the stronger the electrostatic interactions
in the host–guest complex (both in vacuo and with the considera-
tion of GB implicit solvent model). At the same time, both methods
revealed the same change in the van der Waals component, sug-
gesting that the longer guests establish more contacts with the
host. Based on both free energy calculation approaches, the total
free energy of binding (DGtotal) is the most favourable for S12S
and least favourable for S8S, which agrees with the experimental

findings. Since we suggest that Complex 1 is more probable than
Complex 2 this analysis was performed only for Complex 1.

3.6. Guest dissociation pathway analysis by umbrella sampling

To gather more detailed information about the binding interac-
tions we conducted umbrella sampling simulations (US). The his-
tograms used for WHAM analysis are presented in
Supplementary Material Figs. S1 and S2. Deploying this method
to build free energy profiles has already proved to be very effective
in the case of b-CD and other small molecules [48–50]. As illus-
trated in Fig. 1, the S12S, S10S, and S8S ligands could potentially
dissociate from the primary cavity (path C-pull) or the second cav-
ity of b-CD in the case of Complex 1. Therefore, we constructed the
PMF for both dissociation paths. According to the electrostatic
potential analysis, the primary and secondary cavities of b-CD are
not symmetric, and since the guest molecules are neither

Fig. 9. Calculated LIE and MMGBSA in each US window for dodecyl sulfate (S12S), decyl sulfate (S10S) and octyl sulfate (S8S) for Complex 1 (A) and Complex 2 (B). Both LIE
and MMGBSA were calculated for the C-pull pathway only.
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symmetric, paths C-pull and S-pull may disclose the differences at
least qualitatively. US calculations were performed for both Com-
plex 1 and Complex 2 to check whether the different orientations
of the guest could influence the dissociation pathway and resulting
binding free energies. The DGbinding values are summarized in
Table 5 and the constructed PMFs are depicted in Fig. 7. Small local
minima visible on PMF plots for the S12S (Fig. 7A, S-pull) and S10S,
S8S (Fig. 7B, S-pull) could be potentially explained in terms of the
internal conformational preferences of the guest molecules
appearing stochastically in the corresponding US windows.

3.6.1. Complex 1
For all guests, the energetic barrier is slightly higher in the case

of the C-pull path, therefore this event could be less probable
(Fig. 7). The data suggest that whereas the C-pull path shows dis-
tinct differences for DGbinding between guests, that is not the case
for the S-pull path. This could be explained by the observation that
during the S-pull path a part of the hydrocarbon chain is already
outside the b-CD cavity together with the -OSO3 group, therefore
the remaining interactions are not that strong anymore. In the case
of the C-pull path, the residual hydrocarbon chain needs to be
pulled through the b-CD together with the -OSO3 group.

3.6.2. Complex 2
Similarly to Complex 1, the energetic barrier is slightly higher

for the guess in the case of the C-pull path except for S8S. The
resultingDGbinding allows to rank the guest with the lowest binding
free energy for S12S (-3.3 kcal mol"1) and then S10S and S8S (each
"1.4 kcal mol"1). Interestingly, in the case of the S-pull path, S8S
shows the lowest DGbinding value (-3.4 kcal mol"1), this might be
due to the strong interactions between the hydrophobic interior
of b-CD and shorter, compared to other guests, hydrocarbon tail
of S8S.

In addition to the PMF profiles, we calculated DGbinding in each
window, using LIE and MMGBSA, for the C-pull path only to check
if these fundamentally different free energy calculation approaches
would yield qualitatively the same results. In particular, the differ-
ences between the lowest and the highest binding free energy val-
ues calculated for trajectories in all US windows by LIE and
MMGBSA define the probability of the dissociation of the guest
(Fig. 8). Both methods suggest that the strongest binding between
host and guest was in the b-CD/S12S complex, which agrees both
with the PMF data and the experimental findings (see Fig. 9).

4. Conclusions

In this work, we characterized the structural features of three
alkyl sulfates (S12S, S10S and S8S) governing the efficiency of the
formation of inclusion complexes with b-cyclodextrin. We showed
that the thermodynamic stability of the investigated complexes
increased in proportion to the elongation of the guest alkyl chain.
Both experimental and computational studies uncovered that
besides the hydrophobicity, electrostatic and van der Waals inter-
actions should be considered for investigating a structure-based
host–guest complexes design. In fact, the obtained results revealed
that the contribution of electrostatic interactions is more pro-
nounced for the shorter alkyl chain sulfates. In contrast, van der
Waals interactions were crucial for the complexation efficiency
of the long tail guest. Additionally, four putative mechanisms of
alkyl sulfates’ entrance into the b-CD cavity were inspected for
the first time by molecular dynamics-based computational
approaches. It is worth noticing that a different entrance mode
leads to the formation of different types of inclusion complexes.
It can be supposed that the resulting complexes exist in a confor-
mation equilibrium. Our results indicate that the length of guest

tails was vital for the complexation mode of b-CD. Among
investigated mechanisms of the entrance of a guest through the
secondary cavity with a hydrophilic head was never observed.
S12S preferred to access the host predominantly through the pri-
mary cavity via the negatively charged –OSO3

- group (the S1 mech-
anism), whereas for S10S the C1 and C2 entrance mechanisms
predominated. Oppositely, S8S demonstrated the highest variabil-
ity in terms of entering the b-CD cavity. Finally, the observed phe-
nomena were subsequently confirmed by a guest dissociation
pathway analysis. To sum up, our work sheds more light on how
the size of hydrophobic guest moiety impacts the host–guest com-
plex formation, suggests potential entrance mechanisms and stres-
ses the predictive power of computational approaches. All above
could contribute to successful and faster drug design involving b-
CD.
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a b s t r a c t

To rigorously characterize the interactions of sodium dodecyl sulfate (SDS) with bovine serum albumin
(BSA) a set of experimental methods, namely isothermal titration calorimetry, conductometric titration,
steady-state fluorescence spectroscopy, differential scanning calorimetry and circular dichroism spec-
troscopy, supported by in silico analysis have been applied. The influence of pH and temperature on
the binding mode has been revealed. At a low molar ratio of SDS to BSA up to ca. 16:1, there are at least
two structurally distinct binding sites in BSA. The formation of SDS-BSA complexes is an enthalpy-driven
process in which the van der Waals interactions play a crucial role. The first binding site, located close to
the Trp-134 residue within the sub-domain IA, is pH-independent and binds two molecules of SDS per
one molecule of BSA whereas the total number of SDS molecules bound to the second site of albumin
is affected by temperature and pH. The saturation of the first binding site of BSA (ca. 0.009 mg of SDS
per 1 mg of BSA) is sufficient to thermally stabilize the helical conformation of BSA. The presented results
have important structural and thermodynamic implications to understand the influence of a widely used
anionic surfactant on globular protein functionality in modern branches of chemistry.

! 2021 Elsevier B.V. All rights reserved.

1. Introduction

Surfactants are the subject of interest to many research groups
since it has been found that they can be utilized in several indus-
trial and technical applications, including detergent industry, food
chemistry, drug delivery, and cosmetic preparation as well as
developments in life sciences [1–4]. Much attention has been
focused on studies of surfactant interactions with biologically rel-
evant macromolecules such as proteins [5–11].

An excellent review on the protein - surfactant interactions pro-
vided by Otzen reveals the most important techniques for analys-
ing these interactions and highlights the different issues related to
this field, namely the impact of surfactant on protein denaturation,
binding affinity and unfolding processes [12]. The macromolecule -
surfactant interactions depend on many factors, including the
topology of the investigated surfactant species (monomeric and
micelle forms), a chemical structure of a surfactant (anionic, catio-
nic, amphoteric or non-ionic) as well as experimental conditions
(pH, temperature). A remarkable degree of specificity and high

affinity of surfactants towards proteins results in changes in their
physicochemical properties. Consequently the conformational
changes and the saturation of the binding sites of a macromolecule
affect its biological activity upon a complex formation.

The understanding of the thermodynamic and thermal stability
of the binding process and the structural changes of a protein in
the presence of ubiquitous surfactants may be helpful for an in-
depth interpretation of a surfactant role underlying biologically
relevant protein’s functions. Moreover, it is fundamental from the
viewpoint of the surfactants application in environmental pro-
cesses and the pharmaceutical industry [13]. In this paper, we
report the influence of pH and temperature on the interactions of
the sodium dodecyl sulfate (SDS), a common, anionic surfactant,
with the protein bovine serum albumin (BSA). As far as we are
concerned, there are few reports on the SDS – BSA interactions
[14–19]. However, in contrast to these previous studies, we have
focused our attention on a low SDS to BSA molar ratio range. Fur-
thermore, the experimental and in silico data related to the struc-
tural impact of pH and temperature on the potential binding
sites and poses of BSA have been discussed.
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2. Experimental part

2.1. Materials

Bovine serum albumin (BSA, lyophilized powder, !96%, Sigma-
Aldrich, Poland), sodium dodecyl sulfate (SDS, BioUltra, for molec-
ular biology, !99%, Sigma-Aldrich, Poland), sodium cacodylate tri-
hydrate (Caco, !99%, Sigma-Aldrich, Poland) were used as
obtained without further purification. Double-distilled water with
conductivity not exceeding 0.18 lS cm"1 was used for preparations
of aqueous solutions.

2.2. Conductometric analysis

A microtitration unit (Cerko Lab System, Poland) fitted with a
5 mL syringe (Hamilton, Poland) and a CD-201 conductometric cell
(Hydromet, Poland) were used for conductometric measurements.
A weight calibration method was used for the syringe. The conduc-
tometric electrode was standardized with conductivity standards
(aqueous KCl solutions) of a conductivity of 84 and 200 lS cm"1

(Hamilton, Poland). The measurements were carried out at 298.1
5 ± 0.10 K, controlled by the Lauda E100 circulation thermostat.

2.3. Isothermal titration calorimetry

All ITC experiments were performed at 288.15 K and 298.15 K
using an AutoITC isothermal titration calorimeter (MicroCal Inc.
GE Healthcare, Northampton, USA). The details of the measuring
devices and experimental setup have been described previously
[20]. The reagents (BSA, SDS) were dissolved directly in 10 mM
Caco buffers of pH 5 and 7. The experiment consisted of injecting
10.02 lL (29 injections, 2 lL for the first injection only) of 1 mM
buffered solution of SDS into the reaction cell which initially con-
tained the 0.0125 mM buffered solution of BSA. A background
titration, consisting of an identical titrant solution but with the
buffer solution in the reaction cell only, was subtracted from each
experimental titration on account of the heat of dilution. The
titrant (SDS) was injected at 5 min intervals. Each injection lasted
20 s. The stirrer speed was kept constant at 300 rpm. The CaCl2 -
EDTA titration was performed to check the apparatus and the
results (stoichiometry, K, DH) were compared with those obtained
for the same samples (a test kit) at MicroCal Inc. GE Healthcare.

2.4. Steady-state fluorescence spectroscopy and UV spectrophotometry

Steady-state fluorescence experiments were carried out at
288.15 K and 298.15 K using a Cary Eclipse Varian (Agilent, Santa
Clara, CA, USA) spectrofluorometer equipped with a temperature
controller and a 1.0 cm quartz multicell holder. The initial concen-
tration of the stock solution of BSA (2 mM) was confirmed spec-
trophotometrically (e280BSA = 41180 M"1 cm"1) based on the
absorbance and the values of the molar extinction coefficients of
tryptophan, tyrosine, and cysteine determined at 280 nm
(e280W = 5690 M"1 cm"1; e280Y = 1280 M"1 cm"1; e280C = 120 M"1

cm"1) [21]. The absorption spectra were recorded at 288.15 K
and 298.15 K on a Perkin Elmer Lambda 650 (Waltham, MA,
USA) UV/Vis spectrophotometer. The fluorescence emission spec-
tra (kex = 275 nm) of BSA (2 mM) were recorded from 280 to
500 nm in the absence and presence of increasing concentrations
of SDS, up to 29.3 mM. In the performed fluorescence titration
experiments, 2 mL of BSA at 2 mM was titrated with thirty 1 lL ali-
quots of SDS solution at 1 mM and then with fifteen 1 lL aliquots
of SDS solution at 2 mM. The intensity of the band at 348 nm (cor-
responding to the maximum emission of BSA) was used to calcu-
late the binding constants (K) and other parameters.

2.5. Differential scanning calorimetry

Calorimetric (DSC) measurements were made with a VP-DSC
microcalorimeter (MicroCal Inc. GE Healthcare, Northampton,
USA) at a scanning rate 90 K h"1. All scans were run at two differ-
ent pH values: 5 and 7 in the Caco buffer, in a temperature range
from 298.15 K to 363.15 K. At first, scans were obtained for pure
BSA at a concentration of 0.015 mM. In the second step, scans were
obtained for BSA/SDS mixtures in stoichiometric ratios: 1:4, 1:8,
and 1:14, respectively. The cell volume was always 0.5 mL. The
reversibility of the transition was checked by cooling and reheating
the same sample. These measurements were recorded two times.
Results from DSC measurements were analyzed using the software
Origin 7.0 from MicroCal, employing routines included with the
instrument [22]. The quantity measured by DSC is the difference
between the heat capacity of the Caco buffer-protein BSA solution
and that of a pure Caco buffer. To perform the DSC measurement of
protein unfolding, the reference cell was filled with buffer and the
sample cell with the appropriate protein solution. They were then
heated at a constant scan rate (90 K h"1). When a protein unfolds,
during DSC measurements, the occurring absorption of heat causes
a temperature difference (DT) between the cells. The reference
(Caco buffer) and sample solutions (protein BSA) were properly
equilibrated with dissolved air before being introduced into the
cells. Five minutes of vacuum treatment was required to degas
all samples. The first step of the calibration was to carry out the
buffer/buffer scans with run parameters exactly the same as for
the comparative scans when the protein is in the sample cell. A
pre-scan thermostat period was 15 min as recommended.

2.6. Circular dichroism spectroscopy

Circular dichroism (CD) spectra were recorded in water on a
Jasco-715 automatic recording spectropolarimeter (Jasco Inc.,
USA) for following systems: pure BSA and two BSA/SDS mixtures
in stoichiometric ratios: 1:4 and 1:8, respectively. The experiments
were performed in the 10 mM Caco buffer at two different pH: 5
and 7 in a temperature range from 298.15 K to 368.15 K, every
10 degrees. Measurements were made in 1 mm quartz cuvettes.
The spectra were recorded in the 200–260 nm wavelength range,
using a sensitivity of five millidegrees and a scan speed of
50 nmmin"1. The results were plotted as the mean residue elliptic-
ity H [degree cm2 dmol"1]. The CD measurements were made at
the 0.015 mM protein concentration. The volume of samples was
0.3 cm3. The secondary structure content was estimated from all
CD spectra using the CONTIN/LL program, a variant of the CONTIN
method developed by Provencher and Glockner [23] provided
within the CDPro software package.

2.7. Theoretical studies

Structures. The structure of BSA was obtained from the Protein
Data Bank (PDB ID: 1F5S, 2.47 Å). The structure of SDS was built in
xleap of AMBER 16 package [24].

Molecular docking. The Autodock3 [25] software was used to
perform molecular docking. A maximum gridbox size was used
(126 Å x 126 Å x 126 Å) that covered the entire protein surface,
including the expected/predicted SDS ‘‘first” binding site with the
default grid step of 0.375 Å. The Lamarckian genetic algorithm
was deployed for 1000 independent runs. The size of 300 for the
initial population and 105 generations for termination conditions
were chosen and 9995 # 105 energy evaluations were performed.
For different protonation states, His residues with and without a
proton covalently bound to the nitrogen atom were used.

Molecular dynamics simulations. All-atom molecular dynam-
ics (MD) simulations were performed with the use of a AMBER16
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software package [24]. The initial structures of the complexes were
created by a random placement of 15 SDS molecules around the
BSA protein. The truncated octahedron TIP3P periodic box of 8 Å
water layer from box’s border to solute was used to solvate com-
plexes. The ff14SBonlysc force field for the protein [26] and gaff
force field [27] with RESP charges [28] obtained in antechamber
module of AMBER16 [24] for SDS molecule were used. Charge
was neutralized with either Na+ or Cl– counterions. An energy min-
imization was carried out in two steps: beginning with 500 steep-
est descent cycles and 103 conjugate gradient cycles with
100 kcal/mol/Å2 harmonic force restraints, continued with 3x103

steepest descent cycles and 3x103 conjugate gradient cycles with-
out any restraints. Following minimization steps the system was
heated up from 0 to 300 K for 10 ps with harmonic force restraints
of 100 kcal/mol/Å2. Then, the system was equilibrated at 300 K and
105 Pa in an isothermal isobaric ensemble for 100 ps. Afterwards,
the two independent prediction MD runs were carried out in the
same isothermal isobaric ensemble for 100 ns. The particle mesh
Ewald method for treating electrostatics and SHAKE algorithm
for all the covalent bonds containing hydrogen atoms were imple-
mented in the MD simulations.

Binding free energy calculations. Energetic post-processing of
the trajectories and per-residue energy decomposition were per-
formed for all systems with the use of the Linear Interaction Energy
(LIE) with dielectric constant of 80 and Molecular Mechanics Gen-
eralized Born Surface Area (MM-GBSA) [29] using a model with the
surface area and Born radii default parameters as implemented in
the igb = 2 model in AMBER16 [30]. All frames from MD simula-
tions were analysed.

3. Results

3.1. Critical micelle concentration (CMC) of SDS in cacodylate buffer

Surfactant molecules reveal tendency to self-association and
formation of ordered structures (micelles). Thus, the investigations
of systems in which surfactants are involved require determination
of the critical micelle concentration (CMC) [31,32]. The presence of
monomeric surfactants (below the CMC) and micelles modifies
solution properties as well as has a considerable impact on their
interaction’s mode with various proteins [33–35]. The CMC value
depends on many factors, among which the ionic strength of an
aqueous solution as well as a type of electrolytes play the crucial
role [36–38].

The CMC values of SDS under the experimental conditions (the
10 mM Caco buffers of pH 5 and 7, at 298.15 K) were determined
from conductometric titration data and ITC measurements
(Fig. 1). The specific conductivity–surfactant concentration plots
comprise two straight lines with different slopes corresponding
to the SDS concentration range below and above CMC, respectively.
The CMC values were calculated from the intersection of these
lines [36]. In turn, the CMC values from ITC data were determined
from the maximum peak of the fitted curve (the Gauss model from
Origin 8.5) to the heats associated with injections of the SDS buf-
fered solution into the buffer [39].

The calculated CMC values (5.4–5.6 mM) are lower than that
reported for water (CMC ca. 8 mM) [40]. It is worth noticing that
the pH of the Caco buffers (5 and 7) does not affect the CMC of
SDS. Thus, the ionic strength of the solution maintained by buffer
components is a key factor which favours the SDS micelle forma-
tion. The experimentally determined CMC values (CT and ITC mea-
surements) correlate very well with a theoretical one (5.5 mM)
calculated through the empirical expression developed by Corrin
and Harkin [41]:

log(CMC) = a + blog(ci)

where ci denotes the total counterion concentration (mol dm"3).
The literature values of a and b variables for SDS are "3.23 and
"0.486, respectively [36].

3.2. Isothermal titration calorimetry (ITC)

Representative binding isotherms for the SDS-BSA interactions
in the 10 mM Caco buffers of pH 5 and 7 at 298.15 K and
288.15 K are shown in Fig. 2, whereas conditional parameters of
the interactions are summarized in Table 1. The thermodynamic
parameters (KITC and DHITC) were obtained directly from ITC mea-
surements by fitting isotherms (using nonlinear least-squares pro-
cedures) to a model that assumes two sets of binding sites. The
assumed model has given the best fitting of calculated data to
the experimental ones for all systems under study except for the
SDS-BSA interactions at pH 5, at 288.15 K. Thus, for the latter sys-
tem only a stoichiometry (expressed with N denoting SDS:BSA
molar ratio) of the interactions was calculated based on the first
derivative of the fitting curve obtained by the polynomial fit (Ori-
ginPro 8.5). The standard thermodynamic relationships: DGITC = -
RTlnKITC = DHITC - TDSITC were used to calculate the free energy
of binding, DGITC, and the entropy change, DSITC (Table 1).

According to the ITC and conductometric titration measure-
ments, under the experimental conditions (cSDS < CMC), monomer
SDS species take part in the interactions with the protein. Calori-
metric data revealed that there are at least two binding sites of
BSA capable to bind SDS. The first site has a higher affinity towards
SDS than the second one (logKITC(1) > logKITC(2), Table 1) and binds
two SDS molecules followed by the saturation of the second site.
The second binding site is saturated, depending on the pH of a buf-
fer solution, by ca. 4–5 (at pH 7) and 9 (at pH 5) SDS particles. On
the other hand, it is worth noticing that the reduction of the neg-
ative net charge of the protein by lowering pH from 7 to 5 does
not affect the number of SDS molecules bound to the first (high
affinity) site but has an impact on the number of SDS molecules
inserted into the second (low affinity) BSA site.

It is interesting to note that an additional energy effect appears
in the ITC curve at pH 5 at 288.15 K which suggests the presence of
a third binding site in the protein at lower temperature and pH (see
Fig. 2, 10 mM Caco, pH 5, 288.15 K). Unfortunately, in this case the
theoretical curve generated based on equilibrium models imple-
mented in Origin 7 from MicroCal cannot be fitted to the experi-
mental points. Under these conditions ca. 2.8, 3.5 and 3.5
molecules of SDS are bound to the first, the second and the third
binding sites of BSA, respectively. However, a total number of
SDS molecules bound to BSA at 288.15 K is equal (in the range of
the experimental error) to the number of SDS molecules interact-
ing with the albumin under the same conditions (pH 5) at
298.15 K. This phenomenon indicates that lowering the tempera-
ture (288.15 K) favours the formation of a kinetically stable com-
plex of the stoichiometry SDS:BSA equal to ca. 6.5:1, at pH 5.

The stability of the investigated SDS-BSA complexes, both in the
first and in the second protein binding sites, is governed by the
enthalpy factor (Table 1). The negative values of DHITC point to
the fact that mainly the charge – charge electrostatic interactions
established between negatively charged SDS anions and positively
charged functional groups of amino acids such as lysine, arginine,
histidine as well as van der Waals interactions and/or hydrogen
bonds [42,43] involved in SDS – protein binding events, play a piv-
otal role in the stabilization of the resulting complexes. The release
of a greater amount of energy on account of SDS-BSA interactions
in the first binding site can be explained by the participation of a
larger number of bonds or the presence of stronger interactions
compared to the second binding site. Moreover, the presence of a
cavity in the BSA protein to which SDS molecules fit spatially (ster-
ically) could be taken into considerations to explain the differences
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in the enthalpy changes corresponding to the binding interactions
in the first and second binding sites. Furthermore, the enthalpy –
entropy compensation phenomenon is observed in the SDS-BSA
interactions. The stronger interactions (the more negative value
of DH) the lower mobility of the interacting molecules which is
reflected by the low value of the entropic factor (Table 1) [44–46].

3.3. Steady-state fluorescence spectroscopy

The presence of two tryptophan residues in the BSA structure,
namely Trp-134 and Trp-212 enables to exploit fluorescence spec-
troscopy for studying the BSA – ligand interactions [47–50]. The
fluorescence emission spectra of BSA recorded in the presence of
various SDS concentrations, using protein excitation at 275 nm,
revealed that with the increasing concentration of the surfactant
the fluorescence intensity decreases steadily with a blue shift of
the maximum of emission wavelength. It indicates the presence
of several different species in solution and is consistent with the
fact that the change in the environment of tryptophan residues
takes place and an increase of hydrophobicity in the vicinity of this
residue occurs. The changes in the Trp fluorescence intensity are
pronounced in the SDS concentration range corresponding to the
binding of the substrate molecules in the first site of albumin
(Figs. 3 and 4). After the first binding site is saturated only slight
changes in the fluorescence intensity are observed with the
increase of the SDS concentration. Thus, it can be assumed that
the higher affinity BSA site is located close to the Trp-134 or Trp-
212 residue which is sensitive to SDS binding to this site. Consid-
ering that Trp-134 (located in sub-domain IA) is exposed on the
surface of albumin whereas a hydrophobic binding pocket com-

prises Trp-212 (located in sub-domain IIA), the Trp-134 containing
binding site seems to be a potential first binding site.

The binding constants of the SDS-BSA complexes in the first
binding site were calculated from spectrofluorimetric data using
the Scatchard equation [51]:

logð F0-F
F

Þ ¼ logKþnlog½Q )

where F0 and F are the fluorescence intensities in the absence and
presence of a quencher, n denotes the number of binding sites,
while [Q] is the quencher (SDS) concentration. The representative
plots of logð F0-F

F Þ vs. log[Q] for SDS/BSA systems under experimental
conditions and the calculated parameters of the interactions (logK
and n) are presented in Fig. 5. The binding constants obtained at
the same temperature, but different pH values are comparable to
one other (within the range of the experimental error). This proves
that the change in pH of the system does not affect the affinity of
SDS towards the first site of the protein. On the other hand, binding
constants determined at 288.15 K are higher than those at 298.15 K.
The increase of temperature favors the dissociation of weakly
bound substrates leading to the reduction of the thermodynamic
stability of SDS-BSA complexes. This, in turns, results in lower bind-
ing constant values [52].

3.4. Differential scanning calorimetry (DSC)

The BSA thermal stability in the presence and absence of SDS
was assessed based on the transition midpoint Tm (Table 2). DSC
measurements were carried out for the systems containing buf-
fered solutions of pure BSA (control) and the SDS:BSA mixtures
with the surfactant/protein molar ratios corresponding to the sat-

Fig. 1. The electrical conductivity (v) and enthalpy change (DQ) per mole of SDS as a function of SDS concentration recorded in the 10 mM Caco buffers of pH 5 and 7, at
298.15 K. The CMCCT and CMCITC denote CMC determined from conductometric titrations and ITC measurements, respectively.
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uration of the first (4:1) and the second (8:1 and 14:1) binding
sites of the albumin. The Tm values of BSA under experimental con-
ditions were estimated by fitting the experimental Cp vs. T curves
to a non-two state model using Marquardt non-linear least squares
method.

For all investigated systems the irreversible thermal unfolding
was observed. Furthermore, the lack of negative peaks in the

heat-capacity curves has indicated that all tested samples do not
aggregate over the experimental temperature range [53]. The ther-
mal stability of BSA at pH 5 which is close to the isoelectric point
(pI) of the protein (pI = 4.7) [54] is slightly higher than at pH 7
(Table 2). The shift of Tm towards lower temperature with the
increase of pH is due to the increase of the negative net charge
of the protein on account of proton ionizations. In consequence,

Fig. 2. Calorimetric titration isotherms of the binding interactions between SDS and BSA in the10 mM Caco buffers of pH 5 and 7, at 288.15 K and 298.15 K.
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the increase in the repulsive electrostatic interactions between the
negatively charged functional groups of the side chains favours the
BSA unfolding. The saturation of the first binding site (SDS:BSA = 4:
1 M ratio system) improves the thermal stability of the system by
ca. 10 K in comparison with the control (BSA buffered solution with
no ligands). It should be highlighted that regardless of a pH of
a system, the effect of SDS on a thermal unfolding of BSA after
the saturation of the second binding site (SDS:BSA = 8:1 and
14:1 M ratio system) is not as pronounced as for the saturation
of the first one. Thus, it can be supposed that the first binding site

is more susceptible for the conformational changes upon the tem-
perature increase.

3.5. Circular dichroism (CD)

CD spectra of the investigated protein in the absence and pres-
ence of SDS enabled to get some insight into the thermal stability
of the BSA secondary structure (Supplementary Information
Figs. S1 – S7). The percentage contents of a-helix, b-structure, b-
turns and random coil were collected in Table 3.

It has been found that in the presence of SDS (the SDS:BSA
molar ratio = 4:1, 8:1 and 14:1) the protein remains predominantly
an a-helix structure at 298.15 K. Thus, under the experimental con-
ditions the interactions of SDS with BSA do not alter the inter-
molecular forces maintaining the BSA structure. In CD spectra
some conformational changes in the structure of BSA are observed
due to the temperature increase. It is reflected in the reduction of
the negative bands at 208 nm (the p ? p* transition) and 222 nm
(the n ? p* transition) characteristic for the a-helix structure [55–
57]. For all systems studied the content of a-helix decreases grad-
ually with the increase of temperature. However, in the presence of
SDS the thermal stability of the helical conformation is higher
(Table 3). Above the temperature corresponding to the transition
midpoint Tm (DSC results) a more prominent decrease in the a-
helix content is observed, regardless the SDS:BSA molar ratio
(Table 3). This is in lines with the results obtained from DSC mea-
surements and confirms the fact that the saturation of the first
binding site of the protein by SDS molecules is sufficient to notice-
ably increase its thermal stability.

3.6. Molecular modelling

To gain a better understanding of the experimental results at
the atomistic level, docking simulations were performed. As a first
step Autodock3 (AD3) was employed to localize potential binding

Fig. 4. The plots of F0"F
F (1) and integrated heats (2) vs. the SDS:BSA molar ratio in

10 mM Caco (pH 5), at 298.15 K.

Table 2
The transition midpoints Tm for BSA (0.015 mM) in the presence of different
concentrations of SDS in the 10 mM Caco buffers of pH 5 and 7.

SDS:BSA
molar ratio

Tm [K]
10 mM Caco, pH 7

Tm [K]
10 mM Caco, pH 5

Control – no SDS 338.15 ~342.15
4:1 349.15 351.15
8:1 352.15 353.15
14:1 – ~353.15

Fig. 5. The plots of logð F0-F
F Þ vs. log cSDSð Þ for the BSA/SDS systems in the 10 mM Caco

buffers of pH 5 and 7, at 288.15 K and 298.15 K (standard deviation values of logK
and n in parentheses).

Fig. 3. The plots of F0"F
F (1) and integrated heats (2) vs. the SDS:BSA molar ratio in

10 mM Caco (pH 7), at 298.15 K.

Table 1
The conditional thermodynamic parameters of SDS monomers binding to BSA
(standard deviation values in parentheses) in the 10 mM Caco buffers of pH 5 and 7, at
288.15 K and 298.15 K.

Parameter Caco buffer (pH 7) Caco buffer (pH 5)

288.15 K 298.15 K 298.15 K

N1 2.02 (±0.04) 1.75 (±0.14) 2.16 (±0.07)
logK(ITC)1 6.87 (±0.06) 7.61 (±0.38) 6.96 (±0.11)
DG(ITC)1 [kcal mol"1] "9.08 (±0.08) "10.38 (±0.67) "9.49 (±0.15)
DH(ITC)1 [kcal mol"1] "9.75 (±0.12) "9.11 (±0.26) "8.17 (±0.21)
TDS(ITC)1 [kcal mol"1] "0.67 1.27 1.32
N2 4.24 (±0.05) 5.33 (±0.29) 9.32 (±0.18)
logK2 5.36 (±0.03) 5.29 (±0.06) 5.21 (±0.07)
DG(ITC)2 [kcal mol"1] "7.07 (±0.04) "7.22 (±0.09) "7.11 (±0.09)
DH(ITC)2 [kcal mol"1] "5.11 (±0.16) "7.98 (±0.27) "3.95 (±0.13)
TDS(ITC)2 [kcal mol"1] 1.96 "0.76 3.16
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sites at two different pH values (5 and 7). In each case, the top 50
structures were visualized together on the BSA protein (Fig. 6). AD3
did not reveal any differences between the two pH values and so
did not help to localize any pH-specific binding site. For this rea-
son, the structures obtained by molecular docking were not used
for further analysis.

Therefore, molecular dynamics (MD) simulations were con-
ducted for four systems (pH 5 and 7, 290 K and 300 K). This
approach allowed us to identify the potential ‘‘second” binding site,
which was most pronounced at lower pH and temperature (see
Fig. 7).

The ‘‘first” binding site was not found in any of these computa-
tional experiments suggesting that the MD simulations were too
short for the SDS molecule to enter any of the cavities close to
the Trp residues. Therefore, based on steady-state fluorescence
spectroscopy results of the SDS-BSA interactions as well as taking
into account the known structure of HSA with myristic acid (PDB
ID: 2XVW, 2.65 Å), the SDS molecule was inserted in a similar
binding mode close to Trp-134. Then, a 100 ns MD simulation with
additional 15 SDS molecules was run twice at two different pH val-
ues. Subsequently, binding free energy DG was calculated with the
use of two commonly deployed methods: linear interaction energy

(LIE) and molecular mechanism Generalized Born surface area
(MM-GBSA). Binding free energy (DG) computation can play a
key role in prioritizing compounds to be evaluated experimentally
on their affinity for target proteins.

The data showed that the ‘‘inserted” SDS molecule and a neigh-
bouring one approaching it during the MD simulation had the low-
est energies. Therefore, they were the most stable in terms of
binding to the BSA protein (Supplementary Information Tables S1
and S2) when compared to the DG values for other SDS molecules
including the ones corresponding to the putative ‘‘second” binding
site.

The binding free energy values for the ‘‘first” binding sites were:
"14.6 ± 3.3 and –33.4 ± 6.0 whereas for the ‘‘second” binding site
they equalled: "8.7 ± 4.6 and "19.8 ± 10.1 (MM-GBSA and LIE
respectively, values given in kcal/mol). Based on these results,
not only the ‘‘first” binding site was localized but also it was shown
that this site is pH-independent when the total binding free energy
is considered (this does not apply to the free energy components
though). Van der Waals free energy component plays decisive role
for binding in this site. This finding supports the thermodynamic
parameters (the negative value of DHITC) for the SDS-BSA interac-
tions obtained from ITC experiments.

Fig. 6. Top 50 AD3 docking poses (in blue licorice) for docking SDS to BSA (in grey cartoon) under pH 7 (left) and pH 5 (right). HIS residues are represented with red VDW
spheres.

Table 3
The secondary structure content (in %) of BSA at different SDS:BSA molar ratios and different pH in 10 mM Caco buffer in the temperature range 298.15–368.15 K revealed from
CD measurements.

Temperature pH 7 pH 5

SDS:BSA 0:1 SDS:BSA 4:1 SDS:BSA 8:1 SDS:BSA 0:1 SDS:BSA 4:1 SDS:BSA 8:1 SDS:BSA
14:1

The percentage content of a-helix/b-structure/b-turn/random coil [%]

298.15 K 62.3/3.5/
11.1/20.4

62.2/7.2/
10.3/19.2

62.6/8.2/
10.3/18.9

57.3/8.0/
12.1/21.9

60.8/8.3/
11.9/19.0

62.5/7.4/
10.0/21.5

61.8/6.9/
10.4/21.0

308.15 K 61.1/4.6/
12.4/22.2

62.1/8.6/
9.8/19.7

61.8/6.9/
12.0/19.7

57.9/9.4/
11.2/22.0

61.8/6.8/
10.7/21.5

61.9/5.3/
11.0/21.9

62.1/5.8/
10.6/21.4

318.15 K 58.7/5.7/
14.0/24.1

61.6/7.3/
10.2/20.7

61.2/7.4/
10.9/23.0

55.8/9.6/
13.1/21.9

59.0/14.0/
10.9/15.4

61.0/5.7/
11.5/22.1

61.4/5.1/
11.4/21.9

328.15 K 52.1/7.9/
16.6/26.2

59.2/8.9/
10.4/21.9

60.6/7.5/
10.8/21.5

52.3/10.3/
14.1/23.5

58.8/10.2/
11.9/19.9

61.0/5.6/
11.5/22.6

61.1/5.4/
11.8/22.0

338.15 K 42.6/12.6/
17.9/27.9

53.8/7.4/
13.6/25.5

58.4/6.5/
12.1/23.7

46.2/10.8/
15.8/27.6

55.1/16.2/
12.4/16.5

58.8/6.6/
12.0/23.2

60.5/5.4/
11.5/22.8

348.15 K 37.1/14.4/
19.4/30.4

40.8/12.1/
17.7/29.5

40.9/13.0/
17.3/29.2

22.7/24.5/
22.4/30.5

37.7/17.5/
17.7/27.3

45.3/11.2/
16.8/26.9

50.7/8.9/
14.8/25.5

358.15 K 27.0/18.8/
22.5/33.4

36.5/14.7/
20.5/28.0

34.9/15.5/
19.5/29.6

9.5/34.1/
24.8/31.5

15.2 /30.4/
22.7/30.9

10.2/34.5/
24.1/30.0

7.9/36.7/
23.5/30.9

368.15 K 23.7/23.2/
22.9/31.4

27.3/21.5/
21.6/28.7

31.8/17.3/
22.3/28.3

6.8/35.2/
25.2/31.5

7.9/32.5/
25.5/33.2

9.0/34.8/
23.2/32.0

6.7/36.5/
24.6/31.6
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4. Conclusions

In this study, we showed that a low concentration of SDS
(0.009 mg/1 mg SDS/BSA) significantly affects the BSA structure,
which may have an impact on its biological functions. It should
be stressed that the binding constant and the stoichiometry of
the resulting BSA complexes are so-called condition-dependent
parameters as their values often depend on experimental condi-
tions (pH and temperature). Furthermore, the determination of
the binding properties of BSA is not always straightforward, espe-
cially when multiple SDS molecules are potentially bound. In such
cases the effect of the SDS competition with other small ligands of
BSA should be taken into consideration. At the same time, this phe-
nomenon can be exploited to modulate the binding properties of
BSA. Finally, the MD-based computational analysis corroborated
the experimental findings and provided atomistic details explain-
ing the differences on the binding of SDS molecules in the high-
affinity pH-independent and the low-affinity pH-dependent bind-
ing sites.
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Abstract: The binding interactions of bovine serum albumin (BSA) with tetraphenylborate ions
([B(Ph)4]�) have been investigated by a set of experimental methods (isothermal titration calorime-
try, steady-state fluorescence spectroscopy, differential scanning calorimetry and circular dichro-
ism spectroscopy) and molecular dynamics-based computational approaches. Two sets of struc-
turally distinctive binding sites in BSA were found under the experimental conditions (10 mM
cacodylate buffer, pH 7, 298.15 K). The obtained results, supported by the competitive interac-
tions experiments of SDS with [B(Ph)4]� for BSA, enabled us to find the potential binding sites
in BSA. The first site is located in the subdomain I A of the protein and binds two [B(Ph)4]� ions
(logK(ITC)1 = 7.09 ± 0.10; DG(ITC)1 = �9.67 ± 0.14 kcal mol�1; DH(ITC)1 = �3.14 ± 0.12 kcal mol�1;
TDS(ITC)1 = �6.53 kcal mol�1), whereas the second site is localized in the subdomain III A and binds
five ions (logK(ITC)2 = 5.39 ± 0.06; DG(ITC)2 = �7.35 ± 0.09 kcal mol�1; DH(ITC)2 = 4.00 ± 0.14 kcal mol�1;
TDS(ITC)2 = 11.3 kcal mol�1). The formation of the {[B(Ph)4]�}–BSA complex results in an increase in
the thermal stability of the alfa-helical content, correlating with the saturation of the particular BSA
binding sites, thus hindering its thermal unfolding.

Keywords: bovine serum albumin; sodium tetraphenylborate; sodium dodecyl sulfate; binding site;
thermodynamic parameters

1. Introduction
In aqueous media, proteins undergo many physicochemical changes such as confor-

mational alterations, denaturation, folding/unfolding processes, and ligand exchange [1–6].
These phenomena can be invoked by variations in the temperature and/or the pH of a
solution. Consequently, the environmental conditions may affect the binding properties of
a biomolecule, such as the affinity of low-molecular weight compounds to a protein, the
number of potential binding sites, and the stoichiometry of the resulting protein–ligand
complexes [7]. As a result, the biological and pharmacological activity of the protein is
often highly influenced by the presence of the different ligands in the system. Generally,
the nature and the concentration of some potential ligands present in the system, which
are capable to compete with other compounds (for example drugs) to a biomolecule, may
affect the binding properties and functions of a protein. In the field of physicochemical
studies, this phenomenon is applied to the studying of the potential binding sites of BSA
by competitive displacement assays [8,9]. There are many techniques used for studying
the albumin–ligand interactions. However, due to the presence of two tryptophan residues
in BSA, namely Trp-134 (subdomain IA) and Trp-213 (subdomain IIB) [10], fluorescence
spectroscopy is the most exploited. An excellent review on the application of direct flu-
orescence titrations for studying serum albumin–ligand interactions provided by Macii
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and Biver reveals the aspects underlying the experimental challenges and recommends
new experimental design to gain some additional information on the binding type and
sites of a protein [11]. It has been reported that phenylbutazone and warfarin [12] can be
successfully employed as probes for determining site I (located in the hydrophobic pocket
of subdomain IIA) [13] whereas diazepam and flufenamic acid [14] for site II, located in
the hydrophobic cavity of subdomain IIIA.

It is also worth highlighting that albumins are one of the main objects of study in the
field of bioinorganic- and metallo-drug design [15–17]. However, in the frame of biological
studies, cell culture media used in cytotoxicity assays of new compounds usually contain
relatively high amount of BSA (ca. 0.04 mM). This may result in the binding interaction of
the tested compound with the cell incubation media component leading to the lowering
the concentration of the free (active) form of the investigated substance.

We have focused our attention on bovine serum albumin (BSA), as it represents one
of the most common model molecular systems for binding studies [18]. Serum albumins
are involved, among others, in transport and biodistribution of endogenous ligands such
as fatty acids [19] as well as endogenous substances, for example ibuprofen, warfarin,
penicillin or diazepam [11]. They also participate in the metabolism of low-molecular
weight compounds. Recently, we have proven that the isothermal titration calorimetry
technique supported by experimental and in silico methods can be used as an alternative
to fluorescence spectroscopy for studying a stoichiometry of the resulting albumin–ligand
complexes, the type of the binding interactions, and the number of the binding sites [20].
The studies performed on BSA and sodium dodecyl sulfate (SDS) have revealed that the
investigated protein possesses two main binding sites: the first site is pH and temperature
independent, and binds two moles of SDS and is located close to Trp-134 residue. In
contrast, the total number of SDS bound to the second site of the protein depends on the
pH of the solution (pH 5 and pH 7) and the temperature (290 K and 300 K) (Figure 1) [20].
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In this work, we have exploited the previously gathered information on the SDS–BSA
interactions for studying the binding interactions of tetraphenylborate ions ([B(Ph)4]�)
with BSA. We have focused our attention on the [B(Ph)4]� ions, as they represent the low-
molecular weight compounds with four, bulky hydrophobic phenyl moieties and a negative
charge capable of binding through hydrophobic interactions and/or a combination of
hydrophobic and electrostatic forces [21] (Figure 2). A set of some complementary methods,
namely Isothermal Titration Calorimetry (ITC), steady-state fluorescence spectroscopy,
Differential Scanning Calorimetry (DSC) and Circular Dichroism (CD) was employed
for assessing the physicochemical nature of the interactions. The effect of the [B(Ph)4]�

ions binding on the protein structure was also discussed. Finally, new competition ITC
experiments using SDS as a competitive ligand have been performed to find BSA binding
sites of [B(Ph)4]� ions. Then, the experimental results were subsequently verified by a
Molecular Dynamics (MD) study. The obtained results of the [B(Ph)4]�–BSA interactions
were discussed in relation to a previous published study on the interaction of sodium
dodecyl sulfate (SDS) with BSA.
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2. Results and Discussion
2.1. Isothermal Titration Calorimetry (ITC)

Thermodynamic parameters of the BSA interaction with [B(Ph)4]� ions determined
by the ITC technique in the cacodylate buffer solution of a pH 7, at 298.15 K, were sub-
sequently compared with the results obtained under the same experimental conditions
for the BSA–SDS system [20]. In both investigated cases, namely {[B(Ph)4]�}–BSA and
SDS-BSA, nonlinear least-squares procedures were applied for fitting isotherms to a model
that assumes two sets of binding sites. The stoichiometry of the ligand–albumin com-
plexes (N = [ligand]/[BSA]), binding constants (KITC) and the enthalpy change (DHITC)
were obtained directly from ITC measurements. The free energy of binding (DGITC) and
entropy change (DSITC) were calculated using the standard thermodynamic relationships:
DGITC = �RTlnKITC = DHITC-TDSITC. The obtained parameters are so-called condition-
dependent parameters and can be compared with those obtained under the same pH,
temperature and the type of a buffer solution [22]. Representative binding isotherms for
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the investigated systems are shown in Figure 3, whereas conditional parameters of the
interactions are summarized in Table 1.
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Figure 3. Calorimetric titration isotherms of the binding interactions between SDS and BSA (LEFT)
and Na[B(Ph)4] and BSA (RIGHT) in the10 mM Caco buffer of pH 7, at 298.15 K.

Table 1. The conditional thermodynamic parameters of SDS and Na[B(Ph)4] binding to BSA (standard
deviation values in parentheses) in the 10 mM Caco buffer of pH 7, at 298.15 K.

Parameter SDS/BSA (1) Na[B(Ph)4]/BSA

N1 1.75 (±0.14) 1.78 (±0.02)

logK(ITC)1 7.61 (±0.38) 7.09 (±0.10)

DG(ITC)1 [kcal mol�1] �10.38 (±0.67) �9.67 (±0.14)

DH(ITC)1 [kcal mol�1] �9.11 (±0.26) �3.14 (±0.12)

TDS(ITC)1 [kcal mol�1] 1.27 6.53

N2 5.33 (±0.29) 4.09 (±0.09)

logK(ITC)2 5.29 (±0.06) 5.39 (±0.06)

DG(ITC)2 [kcal mol�1] �7.22 (±0.09) �7.35 (±0.09)

DH(ITC)2 [kcal mol�1] �7.98 (±0.27) 4.00 (±0.14)

TDS(ITC)2 [kcal mol�1] �0.76 11.3
(1) Literature data [17].

ITC data revealed that BSA has two binding sites capable of binding tetraphenylborate
ions, as has been previously observed for SDS monomers (Figure 3, Table 1). The simplified
chemical equations of the ligand (SDS or [B(Ph)4]�)–BSA complex formation which take
into account the stoichiometry of the resulting species are given below:

The first binding site

2 SDS + BSA = (SDS)2-BSA logK(ITC)1 = 7.61

2 Na[B(Ph)4] + BSA = (Na[B(Ph)4])2-BSA logK(ITC)1 = 7.09



Molecules 2021, 26, 6565 5 of 17

The second binding site

5 SDS + (SDS)2-BSA = (SDS)2-BSA-(SDS)5 logK(ITC)2 = 5.29

4 Na[B(Ph)4] + (Na[B(Ph)4])2-BSA = (Na[B(Ph)4])2-BSA-(Na[B(Ph)4])4 logK(ITC)2 = 5.39

The first site of albumin binds two [B(Ph)4]� ions followed by the saturation of the
second site by four tetraphenylborate ions. The binding constants (K(ITC)), and consequently
the free energy of binding (DGITC), for both SDS–BSA and [B(Ph)4]�–BSA complexes are
comparable to one another (in the range of experimental error) indicating their similar
thermodynamic stability (Table 1). In contrast to the SDS–BSA interactions in which the
charge–charge type or/and van der Waals interactions are involved in the ligand–protein
complex formation (|DH(ITC)| > |TDS(ITC)|), the binding of [B(Ph)4]� ions in the first
site of the albumin is both enthalpy- and entropy-driven. However, the hydrophobic
interactions seem to prevail (|DH(ITC)| < |TDS(ITC)|) [23].

A different scenario is observed for binding [B(Ph)4]� ions in the second site. The
positive value of DH(ITC)2 shows that the thermodynamic stability of the resulting com-
plexes strongly depends on the entropy change, while the charge–charge type or/and van
der Waals interactions are involved in the SDS binding to the second site (Table 1). There-
fore, it is supposed that [B(Ph)4]�-BSA (2nd site) binding occurs mainly via hydrophobic
interactions which contribute to an increase in entropy on account of the dehydration of
the reactants or as a result of ions exchange occurring in the [B(Ph)4]� binding process.
Subsequently, this supposition has been verified by MD simulations.

The obtained findings were employed for studying the potential [B(Ph)4]� binding
sites on the surface of the protein. To do this, the first and then the second binding site were
saturated with [B(Ph)4]� ions, and checked for whether the albumin is still able to bind
SDS monomers (Figure 4). It turned out that BSA with the first site saturated by [B(Ph)4]�

ions is still able to bind SDS (logK(ITC) = 4.92 ± 0.04; DG(ITC) = �6.73 ± 0.05 kcal mol�1;
DH(ITC) = �12.85 ± 0.35 kcal mol�1; TDS(ITC) = �6.12 kcal mol�1), but in such a system
only around four to five molecules of SDS are bound to one site, as opposed to around
seven (N1 ~ 2, N2 ~ 5), as was observed in the absence of [B(Ph)4]� ions in the solution
(Table 1).
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Based on these observations, it can be assumed that both ligands ([B(Ph)4]� and SDS)
reveal an affinity to the same “first” binding site in BSA. After a saturation of the first site
by [B(Ph)4]� there is not enough space for binding of SDS monomers to the same surface
of BSA. For this reason, negatively charged SDS anions are forced to bind to the second site
of the protein. The above assumption confirms the following observations:
(a) There are no significant differences in the thermodynamic stability of the ligand–

albumin complexes formed in the first binding site. Thus, SDS is not a strong enough
ligand to replace [B(Ph)4]� in the first binding site.

(b) Binding constants of the SDS–BSA complexes formed in the absence and in the
presence of [B(Ph)4]� have similar values:

5 SDS + (SDS)2-BSA = (SDS)2-BSA-(SDS)5 logK(ITC)2 = 5.29 (±0.06)

5 SDS + (Na[B(Ph)4])2-BSA = (Na[B(Ph)4])2-BSA-(SDS)5 logK(ITC) = 4.92 (±0.04)

In the absence of [B(Ph)4]� in the system, the binding constant of SDS to the first
binding site of BSA is expected to be logK(ITC) approximately 7 (Table 1). The ITC
data showed that in cases where the [B(Ph)4]� ions occupy the first site of the protein,
the calculated binding constant (logK(ITC) ~ 5) corresponds to the binding of SDS to
the second binding site.

(c) The repulsion interactions between the negatively charged ligands ([B(Ph)4]� and
SDS) disfavor occupation by them the same binding site in BSA.
A similar phenomenon has been observed after the saturation of the albumin by

[B(Ph)4]� in both binding sites (Figure 4). Under such experimental conditions, the al-
bumin still possesses one binding site capable of binding four moles of SDS monomers
(logK(ITC) = 4.97 ± 0.07; DG(ITC) = �6.78 ± 0.09 kcal mol�1; DH(ITC) = �13.95 ± 0.71 kcal mol�1;
TDS(ITC) = �7.17 kcal mol�1), according to the following general equation:

4 SDS + {(Na[B(Ph)4])2-(Na[B(Ph)4])4}(BSA) = {(Na[B(Ph)4])2-(Na[B(Ph)4])4}(BSA)(SDS)4

Moreover, it is worth noticing that the parameters of the interactions between SDS
and BSA within the first as well as both sites being saturated by [B(Ph)4]� are comparable
(within the range of the experimental error). This confirms the fact that the investigated
ligands show affinity only for the first site in BSA. Upon saturation of the same “first” site
in BSA, [B(Ph)4]� and SDS are bound at different sites.

2.2. Steady-State Fluorescence Spectroscopy

Figure 5 presents the fluorescence emission spectra of free BSA and the protein mixed
with Na[B(Ph)4] in molar ratios equal to 1:3, 1:7, and 1:15 under the action of increasing
concentrations of SDS. First of all, an increase in the amount of [B(Ph)4]� in the system
has no impact on the position of an initial strong emission band of tryptophan residues in
BSA at approximately 348 nm. Secondly, it can be observed that the intrinsic fluorescence
intensity of the albumin (free and saturated with [B(Ph)4]�) decreases regularly with the
addition of SDS, accompanied by a significant blue shift from 348 nm to 332 nm, which
may be a result of conformational changes in the BSA structure under the action of the
surfactant (exposure of tryptophan residues to a more hydrophobic environment) [24].
Furthermore, the higher the amount of [B(Ph)4]� ions in the mixture, the lower the changes
in the fluorescence intensity of BSA under the action of SDS. These findings are in line
with the ITC results, and confirm the fact that upon saturation of BSA with [B(Ph)4]� the
changes in the Trp fluorescence intensity are not as pronounced as for the [B(Ph)4]�-free
solution. This is related to the fact that under such experimental conditions, the total
number of SDS monomers bound to the protein is lower, and the SDS monomers are bound
to their second binding site, which is far from sensitive to SDS binding of the Trp-134 and
Trp-213 residues [20].
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Figure 5. The fluorescence emission spectra of free BSA (a) and the solutions of BSA with Na[B(Ph)4] mixed in molar ratios
1:3 (b); 1:7 (c); and 1:15 (d) in the presence of increasing concentrations of SDS (0–25 µM) in the 10 mM Caco buffer of pH 7.0
at 298.15 K.

To obtain a better insight into the mechanisms of the interactions between BSA (and its
mixtures with [B(Ph)4]�) and SDS, the obtained results were analyzed according to a well-
known Stern–Volmer equation: F0

F
= 1 + KSV [Q] = 1 + kqt0[Q], where F0 and F denote

the fluorescence intensities in the absence and presence of a quencher (SDS), [Q] is the
quencher concentration, KSV is the Stern–Volmer quenching constant, kq is the bimolecular
quenching rate constant, while ⌧0 is the lifetime of the fluorophore (BSA) in the absence
of quencher [25,26]. The graphs of F0

F
versus [Q] plotted according to the Stern–Volmer

equation are shown in Figure 6. Consequently, Table 2 presents the newly determined
values of Stern–Volmer quenching constants along with linear correlation coefficients (R2)
and bimolecular quenching rate constants (kq) recovered for the studied systems. The latter
ones were calculated based on the value of the average fluorescence lifetime ⌧0 of free BSA
(in Tris-HCl, pH 7.0), which equals approximately 6.3 ns [27]. It can be observed that the
quenching (binding) constants decrease with the increase in the [B(Ph)4]� concentration of
the system, which can be assigned to the competition of SDS with [B(Ph)4]� in BSA [28,29].
Furthermore, the estimated values of kq for all systems are of the order 1012 M�1·s�1,
which is approximately a few hundred times higher than the maximum value possible for
the diffusion-controlled quenching-rate constant (2.0 ⇥ 1010 M�1·s�1) [30]. Since the values
of bimolecular quenching rate constants are considered to be definitive in differentiating
between dynamic and static quenching mechanisms, the predominant role of ground-state
complexation (static quenching) in the investigated systems was confirmum albumin was
measured using an extinction coefficient eqed.

2.3. Differential Scanning Calorimetry (DSC)

The influence of [B(Ph)4]� ions on a thermal unfolding transition of BSA was as-
sessed based on DSC experiments. The representative, original DSC curves are shown
in Figure 7. Two distinct peaks are observed in the heat-capacity curve for the sample
of free BSA. The transition midpoints Tm1 = 328.9 K and Tm2 = 346.7 K were estimated
by fitting the experimental Cp vs. T curves to a non-two-state model using Marquardt
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nonlinear least-squares method (Tm denotes the temperature value at which a maximum
endothermic effect appears). Previously, it has been reported that the appearance of these
peaks corresponds to the low-temperature (Tm1) and the high-temperature (Tm2) transition
resulting from the melting of structurally independent parts of the protein [31–34]. The
less thermally stable domain comprises the subdomains IIB, IIIA, and IIIB, whereas the
subdomains IA, IB, and IIA represent the region (the energetic domain) more resistant to
thermal unfolding [35].

The formation of fairly stable Na[B(Ph)4]–BSA complexes makes the BSA structure
more compact and thermostable. This is reflected in the shift of the heat-induced transitions
towards a higher range of temperatures with the increase in the Na[B(Ph)4]:BSA molar
ratios in the mixture, namely Tm1 = 341.8 K and Tm2 = 351.9 K for the saturation of the first
binding sites (Na[B(Ph)4]:BSA = 2.5:1) and Tm1 = 349.2 K and Tm2 = 356.2 K for BSA with
both binding sites saturated (Na[B(Ph)4]:BSA = 7:1).
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Table 2. Stern–Volmer quenching constants, linear correlation coefficients (R2) and bimolecular
quenching rate constants (kq) recovered for the steady-state fluorescence quenching of pure BSA and
its mixtures with Na[B(Ph)4] (1:3; 1:7; and 1:15) by SDS in the 10 mM Caco buffer of pH 7.0 at 298 K.

System KSV [104 M�1] R2 kq [M�1·s�1]

BSA 5.41 0.972 8.58 ⇥ 1012

BSA-Na[B(Ph)4] (1:3) 3.12 0.965 4.94 ⇥ 1012
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Na[B(Ph)4]:BSA molar ratios 2.5:1 (0.0375 mM Na[B(Ph)4], 0.015 mM BSA) and (C) 7:1 (0.105 mM
Na[B(Ph)4], 0.015 mM BSA) in the 10 mM Caco buffer of pH 7.
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2.4. Circular Dichroism (CD) Spectra Analysis

The effect of Na[B(Ph)4] ions’ binding and temperature on the secondary structure of
BSA was assessed by temperature-dependent CD measurements in the range of tempera-
tures from 298.15 K to 368.15 K (Figures 8–10). The performed experiments showed that the
saturation of BSA with [B(Ph)4]� ions at 298.15 K does not contribute to noticeable changes
in the secondary structure of the protein. On the other hand, the thermal stability of the
↵-helix structure increases on account of the formation of the Na[B(Ph)4]–BSA complexes
(Table 3). These findings are in agreement with the DSC results.
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Figure 9. CD spectra of the Na[B(Ph)4]/BSA mixture (Na[B(Ph)4]:BSA = 2.5:1 molar ratio) in 10 mM
Caco buffer at pH 7, in the temperature range 298.15–368.15 K. The concentration of BSA was
maintained at 0.0015 mM.
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Figure 10. CD spectra of the Na[B(Ph)4]/BSA mixture (Na[B(Ph)4]:BSA = 7:1 molar ratio) in 10 mM
Caco buffer at pH 7, in the temperature range 298.15–368.15 K. The concentration of BSA was
maintained at 0.0015 mM.

Table 3. The secondary structure content (%) of BSA at different Na[B(Ph)4]:BSA molar ratios in 10 mM Caco buffer at pH 7
in the temperature range 298.15–368.15 K, revealed from CD measurements.

T [K]
BSA

Na[B(Ph)4]:BSA Na[B(Ph)4]:BSA

2.5:1 7:1

(Molar Ratio) (Molar Ratio)

The Percentage Content of ↵-Helix (H); �-Structure (S);
�-Turn (Trn); Random Coil (Unrd) [%]

298.15
59.8 (H); 6.7 (S) 62.5 (H); 5.2 (S) 59.2 (H); 6.1 (S)

11.1 (Trn); 22.3 (Unrd) 10.5 (Trn); 21.1 (Unrd) 11.5 (Trn); 23.1 (Unrd)

308.15
60.5 (H); 8.0 (S) 63.9 (H); 4.5 (S) 59.5 (H); 6.8 (S)

11.7 (Trn); 20.3 (Unrd) 10.3 (Trn); 21.3 (Unrd) 11.5 (Trn); 22.6 (Unrd)

318.15
56.0 (H); 7.3 (S) 61.3 (H); 5.8 (S) 58.2 (H); 7.8 (S)

13.4 (Trn); 23.6 (Unrd) 10.9 (Trn); 22.6 (Unrd) 12.1 (Trn); 22.4 (Unrd)

328.15
50.8 (H); 10.5 (S) 58.0 (H); 7.0 (S) 56.0 (H); 8.4 (S)

14.1 (Trn); 24.9 (Unrd) 12.5 (Trn); 22.6 (Unrd) 12.1 (Trn); 23.8 (Unrd)

338.15
44.4 (H); 11.5 (S) 47.7 (H); 11.3 (S) 50.2 (H); 8.4 (S)

16.7 (Trn); 27.5 (Unrd) 15.6 (Trn); 25.9 (Unrd) 15.8 (Trn); 25.9 (Unrd)

348.15
36.4 (H); 15.0 (S) 39.1 (H); 14.4 (S) 50.5 (H); 9.1 (S)

19.8 (Trn); 29.4 (Unrd) 18.6 (Trn); 28.3 (Unrd) 15.7 (Trn); 25.5 (Unrd)

358.15
25.4 (H); 21.2 (S) 35.4 (H); 15.6 (S) 23.7 (H); 22.4 (S)

24.1 (Trn); 29.8 (Unrd) 20.7 (Trn); 27.7 (Unrd) 22.9 (Trn); 31.0 (Unrd)

368.15
25.3 (H); 22.2 (S) 22.0 (H); 24.9 (S) 22.6 (H); 22.5 (S)

22.6 (Trn); 30.4 (Unrd) 22.3 (Trn); 31.0 (Unrd) 22.5 (Trn); 32.1 (Unrd)

2.5. Molecular Modelling

To gain a deeper understanding of the experimental results at the atomistic level, MD
simulation was conducted for the [B(Ph)4]�–BSA system. In particular, the MD approach
was applied to predict potential binding sites of [B(Ph)4]� on the BSA surface and to
further characterize and compare them in terms of the binding affinities for these ions. The
protein was surrounded by 15 randomly distributed [B(Ph)4]� ions and the simulation
was performed for 100 ns at 300 K and a pH of 7. After the careful examination of the
frames for each [B(Ph)4]� ligand, the last 40% of the simulation was used for the further
LIE analysis (Table 4). Based on our results, two bindings sites were localized for three
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molecules (Figure 11). Interestingly, one binding site is in the proximity to Trp-134, as was
observed in the case of our previous SDS–BSA study [20]. Two ions bound to site I and
one ion to site II after 40 and 60 ns, respectively, and remained there until the end of the
simulation. Their RMSD as well as the RMSD of the protein are shown in Supplementary
Figure S1 to demonstrate the convergence. LIE energy values for the ions bound in sites
I and II are shown in Supplementary Figure S2, supporting the convergence achieved
for the binding in these sites. In order to strictly define the binding event in sites I and
II, a 5 Å cutoff criteria was applied for the distance between the residues of the sites
and [B(Ph)4]� ion atoms. According to LIE calculations, site I has slightly higher affinity
towards [B(Ph)4]� than site II due to the more favorable van der Waals component of
the free binding energy (the electrostatic and van der Waals components calculated for
each [B(Ph)4]� ion are provided in Table 4). Site I comprises Lys116, Pro119, Glu140,
Ile141, Arg144, His145, Leu178, Glu182, Arg185, and Val188, while site II is formed by
Leu386, Asn390, Phe402, Leu406, Arg409, Thr410, Lys413, Thr448, Ser479, Arg484, and
Phe487. Clearly, site I has a more charged nature and lower propensity for establishing
pi–pi and cation–pi interactions than site II. Additionally, when looking at the right panel
of Figure 11, it seems that theoretical calculations confirm that hydrophobic rings of phenyl
groups contribute to the stabilization of interactions between BSA and [B(Ph)4]�.

Table 4. LIE free-energy decomposition values for [B(Ph)4]� ligands in the [B(Ph)4]�–BSA complex.
Three [B(Ph)4]� ions (no 2, 6 and 11) did not form stable complexes with BSA throughout the
simulation. DGele, DGvdW and DGtot correspond to the electrostatic component, van der Waals
component and total energy, respectively.

No of [B(Ph)4]� DGele,
[kcal mol�1]

DGvdW,
[kcal mol�1]

DGtot,
[kcal mol�1]

1 �0.3 ± 0.1 �21.0 ± 2.5 �21.3 ± 2.6

2 N/A N/A N/A

3 �0.2 ± 0.1 �23.0 ± 3.2 �23.3 ± 3.2

4 �0.6 ± 0.2 �22.5 ± 2.9 �23.1 ± 2.9

5 �0.2 ± 0.1 �23.4 ± 3.4 �23.6 ± 3.4

6 N/A N/A N/A

7 �0.4 ± 0.2 �18.6 ± 5.7 �18.7 ± 5.9

8 �0.6 ± 0.1 �29.9 ± 2.5 �30.5 ± 2.5

9 �0.3 ± 0.1 �15.8 ± 2.5 �16.1 ± 2.5

10 0.7 ± 0.1 �32.2 ± 2.6 �32.8 ± 2.6

11 N/A N/A N/A

12 �0.3 ± 0.2 �21.2 ± 2.9 �21.5 ± 2.9

13 �0.2 ± 0.1 �15.2 ± 1.9 �15.4 ± 1.9

14 �0.6 ± 0.2 �28.5 ± 3.2 �29.0 ± 3.3

15 �0.3 ± 0.2 �20.8 ± 3.8 �21.1 ± 3.9
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Figure 11. On the left, BSA protein (grey cartoon), Trp residues (magenta VDW representation) and three clusters (licorice)
representing [B(Ph)4]� ions that bound to the protein with the highest affinity. Colors of the clusters correspond to the color
coding used in Table 4. On the right panel, a representative frame for one [B(Ph)4]� ion and its protein surrounding.

3. Materials and Methods
3.1. Reagents

Bovine serum albumin (BSA, lyophilized powder, �96%), sodium dodecyl sulfate
(SDS, for molecular biology, �99%), sodium tetraphenylborate (Na[B(Ph)4], �99.5%),
sodium dodecyl sulfate (SDS, for molecular biology, �99%) and sodium cacodylate trihy-
drate (Caco, �98%) were obtained from Merck (Poland) and employed as received without
further purification. Double-distilled water with conductivity not exceeding 0.18 µS cm�1

was used for preparations of buffer solutions.

3.2. Isothermal Titration Calorimetry (ITC)

All ITC experiments were performed at 298.15 K using an AutoITC isothermal titration
calorimeter (MicroCal Inc. GE Healthcare, Northampton, MA, USA). The details of the
measuring device and experimental setup have been described previously [20]. The
reagents were dissolved directly in 10 mM Caco buffer of pH 7. The experiments consisted
of injecting 10.02 µL (29 injections, 2 µL for the first injection only) of (a) 1 mM buffered
solution of Na[B(Ph)4] into the reaction cell which initially contained the 0.02 mM buffered
solution of BSA, and (b) 1 mM buffered solution of SDS into the reaction cell which initially
contained the Na[B(Ph)4]:BSA mixture of the 3:1 (0.0375 mM Na[B(Ph)4], 0.0125 mM BSA)
or 7:1 (0.0875 mM Na[B(Ph)4], 0.0125 mM BSA) molar ratio. A background titration,
consisting of an identical titrant solution but with the buffer solution in the reaction cell
only, was subtracted from each experimental titration on account of the heat of dilution.
The titrant was injected at 5 min intervals. Each injection lasted 20 s.

3.3. Steady-State Fluorescence Spectroscopy and UV Spectrophotometry

The stock solutions of BSA, SDS and Na[B(Ph)4] were prepared in 10 mM Caco
buffer of pH 7 (all subsequent dilutions were made with this buffer). Theconcentra-
tion of bovine serum albumin was measured using an extinction coefficient equal to
#BSA

280 = 41, 180 M�1cm�1, calculated based on the content of tryptophan (#W

280 = 5690 M�1cm�1),
tyrosine (#Y

280 = 1280 M�1cm�1), and cysteine (#C

280 = 120 M�1cm�1) [36]. A maximum ab-
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sorbance value of approximately 0.08 at 280 nm (corresponding to a protein concentration
of 2 µM) was used to avoid the inner-filter effect.

Steady-state fluorescence experiments were carried out with a Cary Eclipse Varian
(Agilent, Santa Clara, CA, USA) spectrofluorometer, equipped with a temperature con-
troller and a 1.0 cm multicell holder. The absorption spectra were recorded on Perkin
Elmer Lambda 650 (Waltham, MA, USA) UV/Vis spectrophotometer. In the performed
fluorescence titration experiments: (i) 2 mL of pure BSA (2 µM BSA); (ii) 2 mL of Na[B(Ph)4]
and BSA mixed in ratio 3:1 (6 µM Na[B(Ph)4], 2 µM BSA); (iii) 2 mL of BSA and Na[B(Ph)4]
mixed in ratio 7:1 (14 µM Na[B(Ph)4], 2 µM BSA); and (iv) 2 mL of BSA and Na[B(Ph)4]
mixed in ratio 15:1 (30 µM Na[B(Ph)4], 2 µM BSA) were simultaneously titrated with ten
5 µL aliquots of sodium dodecyl sulphate (1 mM). The fluorescence intensity of the band at
348 nm—corresponding to the initial maximum emission of BSA—was used to calculate
the quenching constants and then other parameters. Excitation wavelength was always set
at 280 nm. All experiments were performed at 298.15 K.

3.4. Differential Scanning Calorimetry (DSC)

Calorimetric (DSC) measurements were made with a VP-DSC microcalorimeter (Mi-
croCal Inc. GE Healthcare, Northampton, USA) at a scanning rate 90 K h�1. All scans
were run in 10 mM Caco buffer of pH 7 in the temperature range of 298.15–363.15 K at
a scan rate of 1.5 K min�1. The scans were obtained for pure BSA (0.015 mM) and for
the solution containing Na[B(Ph)4] and BSA mixed in ratio 2.5:1 (0.0375 mM Na[B(Ph)4],
0.015 mM BSA) and 7:1 (0.105 mM Na[B(Ph)4], 0.015 mM BSA). All the samples were
degassed before measurements. These measurements were recorded two times. The details
of the measuring device, experimental setup and data processing have been described
previously [20].

3.5. Circular Dichroism Spectroscopy (CD)

Circular dichroism (CD) spectra were recorded in water on a Jasco-715 automatic
recording spectropolarimeter (Jasco Inc., Easton, MD, USA) for the following systems: pure
BSA (0.0015 mM) and two Na[B(Ph)4]/BSA mixtures in stoichiometric molar ratios 2.5:1
(0.00375 mM Na[B(Ph)4], 0.0015 mM BSA) and 7:1 (0.0105 mM Na[B(Ph)4], 0.0015 mM BSA)
in the 10 mM Caco buffer of pH 7, in a temperature range from 298.15 K to 368.15 K,
every 10 degrees. The details of the measuring device, experimental setup and data
processing have been described previously [20]. The secondary structure of BSA under
experimental conditions in the absence and presence of Na[B(Ph)4] was determined using
the CONTIN/LL program, a variant of the CONTIN method developed by Provencher
and Glockner [37] provided within the CDPro software package.

3.6. Theoretical Studies

3.6.1. Structures
The structure of Bovine Serum Albumin (BSA) was obtained from the Protein Data

Bank (PDB ID: 4F5S, 2.47 Å). The structure of [B(Ph)4]� (referred to as BPH for simplicity)
was parameterized as by Kurt and Temel [38,39] and later built in xleap of AMBER16
package [40].

3.6.2. Molecular Dynamics Simulations
The MD approach was applied to localize potential binding sites and to characterize

them in terms of the binding affinities. There are several reasons why such an approach is
superior to the classical molecular docking approach, and therefore was used instead of
molecular docking in our study: (1) Docking small ligands as SDS in our previous work [20]
and [B(Ph)4]� to BSA in this work did not allow for finding more than a single binding site.
(2) MD allows for the complete flexibility of the protein residues, which could be crucial for
the binding of a small ligand, while rigid receptor molecular docking does not allow for it.
Taking into account a structural ensemble of receptors in molecular docking is a possible
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alternative which is computationally more expensive than the MD approach. (3) In contrast
to molecular docking, solvent is treated explicitly in the MD simulations. (4) Molecular
docking scores are far less reliable than MD-derived binding affinities due to the fact that
molecular docking scores single, static poses, while multiple frames corresponding to the
statistical ensemble of the structures are considered in the MD-based calculations. (5) In
most of the state-of-the-art modelling studies, the poses obtained by a molecular docking
approach are further analyzed with the MD approach. Therefore, the MD approach, when
applied for predicting binding sites, is already self-consistent in comparison to the two-step
procedure that includes molecular docking followed by MD. Hence, the MD approach
is preferable. (6) Furthermore, we previously demonstrated both convergence and high
predictive power of the MD approach when applied to the protein–ion systems [41]. All
all-atom molecular dynamics (MD) simulations were performed with the use of AMBER16
software package [40]. The initial structures of the complexes were created by random
placement of 15 [B(Ph)4]� ions around the BSA protein. A truncated, octahedron, TIP3P
periodic box of an 8 Å water layer from the box’s border to the solute was used to solvate
complexes. The ff14SBonlysc force field for the protein [42] and gaff force field [43] with
RESP charges [44] obtained in the antechamber module of AMBER16 [40] for [B(Ph)4]�

were used. The net negative charge of the system was neutralized with Na+ counterions.
Energy minimization was carried out in two steps: beginning with 500 steepest descent
cycles and 103 conjugate gradient cycles with 100 kcal/mol/Å2 harmonic force restraints
on solute atoms, continued with 3 ⇥ 103 steepest descent cycles and 3 ⇥ 103 conjugate
gradient cycles without any restraints. Following minimization steps, the system was
heated up from 0 to 300 K for 10 ps with harmonic force restraints of 100 kcal/mol/Å2

on solute atoms. Then, the system was equilibrated at 300 K and 105 Pa in isothermal
isobaric ensemble for 100 ps. Afterwards, an independent prediction MD run was carried
out in the same isothermal isobaric ensemble for 100 ns. The particle mesh Ewald method
for treating electrostatics and the SHAKE algorithm for all the covalent bonds containing
hydrogen atoms were implemented in the MD simulations. Such parameters within the
MD simulation were shown to be sufficient for a system of ions with a protein, which was
substantially bigger than BSA, allowing for proper prediction of the ion binding sites [41].

3.6.3. Binding Free-Energy Calculations
Energetic postprocessing of the trajectories and per-residue energy decomposition was

performed for the system with the use of Linear Interaction Energy (LIE) with dielectric
constant of 80. Frames from the MD simulation were carefully examined with VMD [45].
The last 40% of the simulation was chosen for the analysis, since in the corresponding
frames no more events of ion dissociations or associations were observed. LIE takes into
account only the electrostatic component (scaled by the dielectric constant) and the van
der Waals component of the binding free energy. Although the binding free energies
obtained by this method are not expected to represent absolute binding free energies, these
calculations are useful to compare the binding strength in different binding sites.

4. Conclusions
A few complementary experimental methods supported by in silico analysis have

successfully been applied to describe the physicochemical nature of tetraphenylborate ions’
interactions with BSA. The obtained results were subsequently discussed in relation to
a previously studied system, namely the interaction of sodium dodecyl sulphate (SDS)
with BSA. The described approach enables us to find the BSA potential binding sites
of [B(Ph)4]�.

In conclusion, two main binding sites of [B(Ph)4]� were unveiled. They are located in
the subdomain IA and IIIA, respectively, of the investigated protein. Both tetraphenylborate
ions and SDS molecules reveal a similar affinity to the first specific binding site in BSA which
is located close to the Trp-134 residue. In turn, the second binding site on the BSA surface
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for investigated ligands are different. The binding of [B(Ph)4]� ions in the subdomain IIIA
is an entropy-driven process, whereas SDS in the subdomain IIB is enthalpy-driven.

It has been proven that [B(Ph)4]� ions participate in the stabilization of the tertiary
structure of BSA at higher temperatures on account of the formation of fairly stable
[B(Ph)4]�–BSA complexes of a different stoichiometry ([B(Ph)4]�:BSA = 2:1 and 5:1). This
phenomenon underlying its biological activity could be responsible for the protection of
the protein from thermal unfolding.

The results clearly show that the presence of competitive ligands may have some
implications on the concentration of the compounds tested (as has been found for [B(Ph)4]�

ions or SDS) in the cell-culture media containing albumin. On the one hand, BSA, an
important component of the cell culture media, binding to the compounds of a hydrophobic
nature, as [B(Ph)4]� or SDS, can lead to a decrease in the concentration of free, active species.
In consequence, this can affect the cytotoxic action of the tested compound. On the other
hand, the saturation of the potential binding sites of BSA by a nontoxic, low-molecular-
weight ligand may prevent the interactions of albumin with other biologically active
compounds, thus affecting their dose-dependent action.

The findings presented in this contribution are worth taking into consideration during
the analysis of the cytotoxicity assays of the compounds being characterized.

Supplementary Materials: The following are available online. Figure S1: RMSD of protein (upper
panel) and [B(Ph)4]� ions in site I (middle panels) and in site II (bottom panel) in the course of the
MD simulation, Figure S2: LIE free energy of binding for [B(Ph)4]� ions in site I (upper and middle
panels) and in site II (bottom panel) in the course of the MD simulation.

Author Contributions: Conceptualization, O.G., M.M.K., S.A.S. and D.W.; methodology, S.A.S., D.W.;
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9. Maciążek-Jurczyk, M.; Sułkowska, A.; Bojko, B.; Równicka, J.; Sułkowski, W. Fluorescence analysis of competition of phenylbuta-
zone and methotrexate in binding to serum albumin in combination treatment in rheumatology. J. Mol. Struct. 2009, 924–926,
378–384. [CrossRef]

10. Zhang, G.; Wang, A.; Jiang, T.; Guo, J. Interaction of the irisflorentin with bovine serum albumin: A fluorescence quenching study.
J. Mol. Struct. 2008, 891, 93–97. [CrossRef]

11. Macii, F.; Biver, T. Spectrofluorimetric analysis of the binding of a target molecule to serum albumin: Tricky aspects and tips.
J. Inorg. Biochem. 2021, 216, 111305. [CrossRef] [PubMed]

12. Ni, Y.; Su, S.; Kokot, S. Spectrofluorimetric studies on the binding of salicylic acid to bovine serum albumin using warfarin and
ibuprofen as site markers with the aid of parallel factor analysis. Anal. Chim. Acta 2006, 580, 206–215. [CrossRef]

13. Sudlow, G.; Birkett, D.J.; Wade, D.N. The characterization of two specific drug binding sites on human serum albumin.
Mol. Pharmacol. 1975, 11, 824–832.

14. Ding, F.; Li, N.; Han, B.; Liu, F.; Zhang, L.; Sun, Y. The binding of C.I. Acid Red 2 to human serum albumin: Determination of
binding mechanism and binding site using fluorescence spectroscopy. Dyes Pigments 2009, 83, 249–257. [CrossRef]

15. Handing, K.B.; Shabalin, I.G.; Kassaar, O.; Khazaipoul, S.; Blindauer, C.A.; Stewart, A.J.; Chruszcz, M.; Minor, W. Circulatory zinc
transport is controlled by distinct interdomain sites on mammalian albumins. Chem. Sci. 2016, 7, 6635–6648. [CrossRef] [PubMed]

16. Sciortino, G.; Sanna, D.; Lubinu, G.; Maréchal, J.; Garribba, E. Unveiling VIVO2+ Binding Modes to Human Serum Albumins by
an Integrated Spectroscopic–Computational Approach. Chem. A Eur. J. 2020, 26, 11316–11326. [CrossRef]

17. Sciortino, G.; Maréchal, J.D.; Garribba, E. Integrated approaches to characterize the systems formed by vanadium with proteins
and enzymes. Inorg. Chem. Front. 2021, 8, 1951–1974. [CrossRef]

18. Sun, X.-Y.; Bi, S.-Y.; Wu, J.; Zhao, R. Study on the interaction of amprolium HCl and dinitolmide in animal-derived food products
with BSA by multiple spectroscopies and molecular modeling techniques. J. Biomol. Struct. Dyn. 2019, 37, 4283–4291. [CrossRef]
[PubMed]

19. Abedin, J.; Mahbub, S.; Rahman, M.M.; Hoque, A.; Kumar, D.; Khan, J.M.; El-Sherbeeny, A.M. Interaction of tetradecyltrimethy-
lammonium bromide with bovine serum albumin in different compositions: Effect of temperatures and electrolytes/urea.
Chin. J. Chem. Eng. 2021, 29, 279–287. [CrossRef]
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! The induction of chirality (ICD) is a
tool for studying protein–ligand
interactions.

! Dimers of methyl vanillate and
vanillin are susceptible to ICD in
albumin.

! The complexation in bovine and
human albumins generates inverted
ICD signs.

! The movement of the dimers between
albumins can be monitored by
inversion of ICD.
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a b s t r a c t

The induction of chirality in a ligand can be a powerful analytical tool for studying protein–ligand inter-
actions. Here, we advanced by applying the technique to monitor the inversion of the induced circular
dichroism (ICD) spectrum when ligands move between human and bovine serum albumin proteins
(HSA and BSA). ICD experiments were performed using dimers of methyl vanillate (DVT) and vanillin
(DVN). The sign and spectra shape were dependent on the albumin type. DVN presented a positive max-
imum in 312 nm when complexed with HSA and a negative one in BSA. It was possible to induce and fol-
low the time-dependent displacement of the ligand from BSA (2.2 " 106 M#1) to HSA (6.6 " 105 M#1) via
ICD inversion. The Molecular Mechanics Generalized Born Surface Area approach was used to calculate
the binding free energy of the conformers, and a dissociation pathway for each system was proposed
using Umbrella Sampling calculations. Four energy minima dihedral angle conformers were identified,
and the corresponding CD spectra were calculated using the quantum chemistry approach. Then,
weighted spectra for the conformationally accessible conformers were obtained based on each con-
former’s Boltzmann probability distribution. In conclusion, the methodology described in the manuscript
might be helpful in monitoring the movement of ligands between proteins that they bind.

! 2022 Elsevier B.V. All rights reserved.

1. Introduction

The induction of optical activity in non-chiral compounds is
intrinsically associated with intermolecular forces and the
microenvironment (chiral solvents, proteins, DNA, membranes,
cyclodextrin, etc.). This photophysical phenomenon has extensive
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applications in studying host–guest complexation and phenomena
related to supramolecular chemistry [1–8]. Specifically, in protein–
ligand analyses, the chirality induction directly shows the com-
plexation [7,9,10]. The emerging circular dichroism signal is the
induced circular dichroism (ICD) spectrum from this interaction.
As generally defined, ICD is the effect of perturbations of the sym-
metry of non-chiral molecules resulting in the generation of non-
zero rotational strengths, the theoretical counterpart of the circular
dichroism phenomenon [1,11]. In short, the overall system sym-
metry perturbation can be correlated with the protein–ligand com-
plex formation. Typically, the ligand is not a CD-detectable species
in the bulk solution since it can be interconverted in enantiomeric
conformers by single bond rotation. However, when the protein
preferentially binds a specific conformer, the overall symmetry is
broken, and ICD emerges.

ICD has become a powerful analytical tool in supramolecular
chemistry. Some recent applications can be listed as follows:
chirally-arranged molecular assemblies of non-chiral cationic gem-
ini surfactants detected by ICD [12]; interaction of TEMPO (2,2,6,6-
tetramethylpiperidine 1-oxyl) radicals with cyclodextrins [13]; the
study of phosphine gold(I) aryl acetylide urea complexes through
[14]; the correlation between the ICD of Congo red and the forma-
tion of amyloid fibrils in albumin [15]. A family of molecules sus-
ceptible to ICD in host–guest associations is the biaryl
compounds. This class of molecules, even in the absence of a chiral
center, can be optically active due to the energetic restraint for the
free rotation of the single bond that connects the aryl rings, i.e., to
present axial chirality. However, most are not optically active once
the energetic barrier is low enough to allow free rotation at room
temperature [16]. In other words, chiral conformers, generated
by the energetically free rotation around the single bond that con-
nects the aromatic rings, exist in pairs in the bulk solution. This
condition might be altered in the protein–ligand association when
a preferential axial enantiomer is bound [17–20]. Scheme 1 exem-
plifies the ICD generation in the biaryl system due to its interaction
in a chiral host. From these statements, it can be concluded that
ICD has excellent potential as an analytical tool. However, it is
worth noting that some practical aspects must be fulfilled to
exploit this methodology. The ICD bands are usually of low inten-
sity compared to the intrinsic far-UV CD signal of proteins. As such,
ICD bands below 250 nm are not helpful due to the spectral super-
position. Moreover, if the studied ligand is a chiral molecule, then a
potentially useful ICD signal is that beyond the wavelength range
of the intrinsic CD spectrum.

Human serum albumin (HSA) makes up about 60% of the blood
plasma proteins. Besides several physiological functions, such as
supporting the oncotic pressure, this protein acts as a drug carrier
for numerous endogenous and exogenous compounds; it directly
influences the drug’s pharmacokinetics and toxicokinetics [21–
24]. To this task, hydrophobic cavities, spread in the structural
domains of HSA, are easily accessed by endogenous and exogenous
compounds. These hydrophobic cavities present some degree of
specificity. Hence, a pocket located in the subdomain IIA is named
drug-binding site-I, Sudlow’s site I, or yet warfarin binding site,
due to its specificity to the anticoagulant. The other widely studied
and well-established, located in the subdomain IIIA, is named
drug-binding site II, Sudlow’s site II or benzodiazepine binding site,
due to its higher specificity to diazepam and correlates [24,25].
Serum albumin is ubiquitous in mammals. The serum albumins
of different species, even though with a high degree of homology,
have particularities. For instance, differences in the drug binding
affinities have been reported [26–29]. This subject is relevant since
it is quite common to use albumin from different species, for
instance, bovine (BSA), as a model for the human protein. Here,
we contribute to the subject using ICD spectroscopy to study and
compare the interactions of biaryl ligands using HSA and BSA.
We demonstrated an inversion of the ICD sign and its dependence
on the protein organism source for the first time. This spectro-
scopic property might be beneficial to follow the movement of a
ligand between the homologous proteins and open a novel inves-
tigative methodology.

2. Experimental and theoretical methods

2.1. Chemicals and solutions

Bovine serum albumin (BSA) fatty acid-free and essentially
globulin free (A7030), human serum albumin (HSA) fatty acid-
free and essentially globulin free (A3782), warfarin, ibuprofen, dig-
itoxin, diazepam, and phenylbutazone were purchased from
Sigma-Aldrich Chemical Co. (St. Louis, MO, USA). 6,60-dihydroxy-
5,50-dimethoxy-[1,10-biphenyl]-3,30-dicarboxylate (dimer of
methyl vanillate, DVT) and 6,60-dihydroxy-5,50-dimethoxy-[1,10-bi
phenyl]-3,30-dicarbaldehyde (dimer of vanillin, DVN) were avail-
able in our laboratory and synthesized as described [30,31]. Stock
solutions of DVT, DVN, warfarin, ibuprofen, digitoxin and
phenylbutazone (10 mmol L#1) were prepared in dimethyl sulfox-

Scheme 1. The concept of chirality induction in a biaryl compound due to the complexation in a chiral host.
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ide. Albumins were dissolved in 50 mmol L#1 phosphate buffer at
pH 7.0 to give a 1.0 mmol L#1 stock solution.

2.2. Complexation and binding affinity studies

The ICD signal was used to evaluate complexations of DVT, DVN
with HSA, and BSA. The reaction mixtures were constituted by HSA
or BSA (30 lM) and the ligands DVT or DVN (30 lM) in a medium
formed by 50 mmol L#1 phosphate buffer, pH 7.0 at 25 "C. The
study of binding sites preferences was performed by titration of
reaction mixtures with albumin binding-site markers. The albumin
binding-site markers were warfarin, ibuprofen, diazepam, digi-
toxin, and phenylbutazone. The measurements were performed
on a Jasco J-815 spectropolarimeter equipped with a thermostati-
cally controlled cell holder(Jasco, Japan). The spectra were
obtained with 1 nm step resolution, 1 s of response time, three
accumulations, and a 50 nm/min scanning speed using a 3 mL
quartz cuvette with a 10 mm path length and a magnetic stirrer.
The baseline (50 mmol L#1 phosphate buffer) was subtracted from
all measurements. The mixtures were incubated for 5 min at 25 "C
before the spectra acquisition. For the thermal denaturation stud-
ies, the ICD signal was monitored at fixed wavelengths at 314 nm
and 334 nm to DVT and DVN, respectively. The temperature was
raised at 2.5 "C/min, and remained for 5 min in the targeted before
measurement.

2.3. Molecular docking simulations

The structures of BSA and HSA were obtained from the Protein
Data Bank (PDB ID: 4F5S, 2.47 Å, and 5 " 52, 3.00 Å, respectively)
[32,33]. These two structures correspond to complete sequences of
the soluble mature proteins with high enough resolution to be
used as a starting structure in the docking and following MD sim-
ulations. The structures of the ligands DVT and DVN were prepared
in Avogadro [34,35]. The ligand charges were obtained by RESP
procedure [36] in an antechamber module of AMBER16 and further
used for docking. Autodock3 software [37] was used to perform
molecular docking. Grid box size of 60 Å " 48 Å " 66 Å was used
that fully covered either site-I or site-II of BSA or HSA protein with
the default grid step of 0.375 Å. The Lamarckian genetic algorithm
was deployed for 1000 independent runs. The size of 300 for the
initial population of 105 generations for terminations conditions
was chosen 9995 " 105 energy evaluations were performed. Clus-
tering was performed using the DBSCAN algorithm [38] on the top
of 50 docking poses. One cluster of each system was formed, and
five structures were chosen for further analysis. In total, eight inde-
pendent systems have been analyzed.

2.4. Molecular dynamics simulations

All-atom molecular dynamic (MD) simulations of complexes
obtained from molecular docking were performed using the
AMBER16 software package [39]. A truncated octahedron TIP3P
periodic box of 10 Å water layer from the box’s border to the solute
was used to solvate the complexes. The charge was neutralized
with Na+ counterions. Energy minimization was carried out in
two steps: 500 steepest descent cycles and 103 conjugate gradient
cycles with 100 kcal mol#1 Å#2 harmonic force restraints; 3 " 103

steepest descent cycles and 3 " 103 conjugate gradient cycles
without any restraints. Following the minimization steps, the sys-
tem was equilibrated at 300 K and 103 Pa in an isothermal, isobaric
ensemble for 500 ps. Afterward, the prediction MD was carried out
in the same isothermal, isobaric ensemble using ff99SB [40] and
gaff [41] force fields for 25 ns for the protein and ligand parts.
The particle mesh Ewald method for treating electrostatics and

the SHAKE algorithm for the covalent bonds containing hydrogen
atoms were implemented in the MD simulations.

2.5. Binding free energy calculations

Energetic post-processing of the trajectories and per-residue
energy decomposition was performed for all the systems using
Molecular Mechanics Generalized Born Surface Area (MM-GBSA)
[42] and a model with the surface area and Born radii as default
parameters as implemented in igb = 2 model in AMBER16. All
frames from MD simulations were analyzed. Additionally, the
MM-GBSA analysis evaluated binding free energies corresponding
to the minima found in the Umbrella Sampling calculations (see
next section).

2.6. Umbrella sampling calculations

Dissociation pathway: Umbrella sampling (US) MD simulations
were performed to compute the free energy along the dissociation
pathway (reaction coordinate) in AMBER [43]. In US, a series of
windows were evenly located along with the reaction coordinates,
and conformational sampling in these windows was achieved by
enforcing an external biasing potential. The coordinate reaction
sampling in each window overlapped with those in the adjacent
windows so that the unbiased potential mean force (PMF) was
reproduced by removing the biasing potential. Once all the US
MD simulations were finished, the data collected from the separate
simulation windows were combined along with the reaction coor-
dinates. Subsequently, these data were used to calculate the PMF
profile for the whole structural transition process by the weighted
histogram analysis method (WHAM) using the code developed by
Alan Grossfield [44]. In total, 8 independent US simulations were
performed for BSA-DVT, BSA-DVN, HSA-DVT, HSA-DVN for site-I
and site-II. In each case, the initial distance between the centers
of masses of the protein and the ligand was about 10 Å, and the
final value was about 50 Å with the step of 1 Å, producing 40 win-
dows in total (in each window, the MD simulation was carried out
for 10 ns). In the WHAM, the tolerance of iteration was set to 0.001
and the temperature to 300 K.

2.7. Ligand rotation around the covalent bond between two aromatic
moieties of DVN/DVT

The US protocol was applied to study the energetic profile of
DVT/DVN orientation change in terms of the dihedral angle
between the planes defined by the aromatic moieties of DVT/
DVN on the BSA/HSA surfaces or in the absence of protein. Based
on the MM-GBSA results, the complex with the lowest binding
energy was chosen as a starting conformation (Table 1). Finally,
the 25 ns MD simulation was performed for each window with
the step size equal to 3". The process produced 120 structures in
total per simulation, and they were used for further analysis. The
obtained dihedral angle values were then processed with WHAM.
In this approach, the periodic coordinates system generated the
PMF from 0" to 360" using 120 bins with a tolerance for recon-
structing the PMF of 0.01 kcal/mol.

Table 1
Dissociation analysis based on US calculations for each complex.

Complex,
protein–ligand (site)

Barrier,
kcal/mol

Complex,
protein–ligand (site)

Barrier,
kcal/mol

HSA-DVT (I) 56.3 HSA-DVT (II) 57.6
HSA-DVN (I) 60.3 HSA-DVN (II) 46.5
BSA-DVT (I) 57.5 BSA-DVT (II) 64.8
BSA-DVN (I) 51.8 BSA-DVN (II) 59.9
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2.8. Calculation of circular dichroism spectra

For each conformation corresponding to the four DVT/DVN free
energy minima, GAUSSIAN09 [45] with the basis B3LYP/6-31G*
was used for energy optimization and for calculating the circular
dichroism spectra.

2.9. Data analysis and visualization

Data analysis and its graphical representation were done with
the R-package [46]. Each trajectory was visualized with VMD [47].

3. Results and discussion

3.1. Protein-dependent ICD signal

Methyl divanillate (DVT) and divanillin (DVN) are dimers of
methyl vanillate and vanillin, respectively (Fig. 1). These biaryl
compounds have been explored in the context of their health-
beneficial biological effects [30,48–50]. Besides, they are ligands
of albumin and susceptible to ICD. It means that even though achi-
ral molecules, CD spectra are observed when they are bonded in
the protein cavities. This effect is explained by their biaryl struc-
tures, which enable the existence of axial chirality
[1,11,18,30,49]. Thus, once inside the protein, a preferential axial
conformation is obtained due to specific intermolecular interac-
tions with the amino acids that surround the compound. The con-
sequence is the appearance of an ICD signal [1,11,51].

Interestingly, for DVT and DVN, the ICD spectra’ shape depends
on the albumin type. As shown in Fig. 1A, in BSA, DVT acquired an
ICD spectrum with a maximum of 306 nm on the positive side and
280 nm on the negative one. For HSA, the signal was inverted, with
a peak at 324 nm on the negative side and 294 nm on the positive
one. For DVN, the spectra were inverted and almost symmetric
above 312 nm (Fig. 1B). These results suggest that different chiral
conformations were stabilized in the protein cavities. It can be

explained by microenvironmental changes in the binding pockets
of HSA and BSA, which, indeed, have been reported [21 and refer-
ences therein]. Finally, below 290 nm, the analysis of ICD is not
helpful since proteins have a strong CD signal below this value
(see Supporting Information, Fig. S1). For this reason, our study
was focused on the spectra above 290 nm.

3.2. Binding sites specificities and interactions

Even though some preferences for site-I have been reported
[30,31], DVT and DVN have affinities to the albumins’ major bind-
ing sites. This propensity can be noted by analyzing the alteration
in the ICD spectra when ligands (drugs) were added to displace
DVT and DVN from the proteins (Fig. 2). The site-marker drugs
were: warfarin and phenylbutazone (site-I), ibuprofen and diaze-
pam (site-II), and digitoxin (site-III) [52–55]. As shown, the addi-
tion of warfarin (WAR) induced the displacement of DVT in HSA.
However, even applying a four-fold molar excess, the biaryl com-
pound was not wholly removed from the protein cavity (Fig. 2A).
Phenylbutazone (PBZ), also a site-I drug [24,56], did not displace
DVT; instead, it induced an increase in the ICD band, and the band
related to PBZ was also progressively increased (Fig. S2A). This
result indicates that both DVT and PBZ were occupying site-I con-
comitantly. It is worth noting that PBZ is also susceptible to ICD.
The PBZ interaction with albumin generates a positive ICD spec-
trum with a peak at 290 nm [57].

DVT was also sensitive to digitoxin (DIG), suggesting some
affinity to the site-III of HSA [55] (Fig. 2C). On the other hand,
ibuprofen (IBP, site-II) caused a peculiar effect, as instead of
decreasing the ICD signal, an increase was obtained (Fig. 2B). It is
indicative that DVT was not displaced and shows that IBP was
simultaneously bound in the protein. It can be suggested that some
alteration in the protein tridimensional structure caused by
ibuprofen reflected the interaction with DVT provoking an
increased ICD signal. Even though less intense, a similar effect
was observed in diazepam (DIA), which shares with IBP specificity
to site-II [24,58] (Fig. S2B).

Fig. 1. The molecular structures of methyl divanillate (DVT) and divanillin (DVN) and their induced circular dichroism spectra (A, DVT) and (B, DVN) were acquired by
complexation in HSA and BSA. Experimental condition: DVT, DVN, HSA and BSA (30 lM), phosphate buffer, pH 7.0, 50 mM, 25 "C.
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Regarding the effects on BSA, the pharmaceutical drugs pro-
voked similar, even though less intense, effects compared to HSA
(Fig. 2D–2F and Fig. S2C-S2D). A more significant difference was
obtained for IBP since a decrease in the signal was observed instead
of increasing, as noted in HSA (Fig. 2E). For DVN, similar results
were obtained. Again, WAR induced a more effective displacement,
and IBP caused the intensification of the ICD spectra. The signifi-
cant difference compared to DVT was that BSA, and not HSA, was
the more susceptible protein to these pharmaceuticals (Fig. S3A-
S3F).

Overall, these findings strengthen the concept that DVT and
DVN can bind in all the major drug-binding sites of albumin.
Besides, due to the absence of spectral superposition and the selec-
tivity of ICD spectra, the findings unequivocally showed that more
than one ligand could simultaneously bind to albumin. These
results also showed that the interaction of a pharmaceutical drug
could change the protein’s tridimensional structure. As shown,
IBP induced the intensification of the DVT and DVN signals. In
other words, the complexation of IBP at site-II altered the tridi-
mensional structure of the albumin and, consequently, the inter-
molecular interactions of the DVT and DVN. A possible
interpretation would be an increase in the binding affinity of these
ligands induced by IBP. However, it does not seem to be the case

since the presence of IBP, instead of a boost, yielded a slight
decrease in the association constant of DVN with BSA (Fig. S4).
Hence, the explanation must rely on altering the spacial arrange-
ment of the amino acids that interact with DVT and DVN and the
consequent alteration in their chiral conformation inside the pro-
tein. In short, the effect of IBP can be interpreted as an allosteric-
like effect. Indeed, cooperativity and allosteric modulation among
binding sites have been described to albumins [59–61].

3.3. ICD as a tool for protein denaturation study

Additional evidence of the interaction between the studied
ligands and albumins was obtained by measuring their displace-
ment caused by temperature increases. The removal of DVT and
DVN from the protein cavities resulted in the loss of the ICD spec-
trum. The ICD signal decrease followed a typical thermal-induced
denaturation curve of proteins (Fig. 3A–3D) [62]. A denaturation
temperature (Tm) of around 60 "C was obtained from this curve.
This value is close to reported ones for albumins, usually obtained
by monitoring intrinsic protein CD intensity loss at 222 nm [62].
From these findings, it can be concluded that the removal of the
compounds followed the denaturation of the protein. Both DVT
and DVN were equally effective.

Fig. 2. Effect of pharmaceutical drugs on the ICD spectrum of DVT in HSA and BSA. (A, D) addition of warfarin, (B, E) addition of ibuprofen, (C, F) addition of digitoxin.
Experimental conditions: DVT, HSA, and BSA (30 lM) in phosphate buffer, pH 7.0, 50 mM, 25 "C.
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3.4. Competition: BSA versus HSA

The study of the interaction of DVT or DVN with albumins can
help monitor the movement of these ligands between the proteins.
This technique could be beneficial for studying alteration in pro-
teins and their mediums. The following findings justify this
statement:

(i) The ICD spectra are exclusively linked to the host–guest
interaction.

(ii) Induced chirality is not present in the majority of the micro-
molecules; hence, the ICD spectra are less susceptible to
spectral superposition and inner filter effect, which are com-
mon in absorption and fluorescence-based techniques.

(iii) The ICD spectral shape of DVT and DVN was dependent on
the albumin type.

(iv) HSA has a higher affinity for DVT and DVN than BSA. Regard-
ing the last statement, the binding affinities of DVT with HSA
and BSA were reported as 7.6 " 105 M#1 and 3.5 " 105 M#1,
respectively [29]. For DVN, the measurements were per-
formed in this work and resulted in 2.2 " 106 M#1 and
6.6 " 105 M#1 to HSA and BSA, respectively (Fig. S5).

Based on these properties, we studied the alteration in the ICD
spectra provoked by the simultaneous addition of both proteins in
the medium. The complex BSA-DVT was titrated with HSA and
vice-versa. As shown, the addition of HSA in the complex BSA-
DVT provoked progressive alteration in the ICD spectrum of DVT,
revealing its displacement from BSA to HSA (Fig. 4). This result is
a clear indication of the higher affinity of DVT to HSA compared
to BSA and corroborated with the binding constants as described
above. In agreement, the opposite was not observed, i. e., BSA
was not able to invert the ICD spectrum of DVT in HSA (Fig. S6).

The displacement of DVN from BSA to HSA was also clearly
detected by the change in the ICD spectrum. In this case, a techni-
cal advantage of DVN compared to DVT was its almost symmetrical
and inverted bands above 314 nm (Fig. 5A). After adding only
10 lM of HSA, the signal of 30 lM of BSA was canceled, and at
equimolar concentrations, the ICD spectrum was utterly inverted,
showing that DVN complexed with BSA was displaced by HSA
(Fig. 5B and 5C). The isosbestic point at 314 nm is consistent with
an equilibrium BSA M DVN M HSA (Fig. 5B). Fig. 5D shows the
time-dependent displacement of DVN from BSA to HSA. Finally,
corroborating the previous results, BSA could not remove DVN
from HSA (Fig. 5E).

3.5. Molecular modeling

Molecular docking was initially performed to investigate other
potential binding sites in BSA/HSA for the analyzed ligands, apart
from site-I and site-II. In each investigated system, only one cluster
of structures was obtained, which suggests that once the ligand is
near either site-I or site-II of BSA/HSA, there are no other sites
where a ligand would preferentially bind. The representative five
structures for each system were obtained and used for further
MD simulation (RMSD of the MD simulations are provided in Sup-
plementary Fig. S7) and free energy analysis. Binding free energy
(DG) computation can play a crucial role in prioritizing compounds
to be evaluated experimentally on their affinity for target proteins.
The more negative the DG value is, the more stable the complex is.
One of the most popular end-point methods, MM-GBSA, was used
in this study. The results obtained from the MM-GBSA calculations
are summarized in Fig. 6 and Table S1 in Supporting Information.

In addition to the MM-GBSA free energy calculations, a ligand
dissociation pathway and its energy analysis for each system were
proposed with the US calculations. This technique involves pulling

Fig. 3. Thermal induced denaturation of BSA and HSA followed by ICD. (A,B) Denaturation of BSA monitored by DVT’s ICD. (C,D) Denaturation of HSA monitored by DVN’s ICD.
Experimental condition. Albumin, DVT, and DVN 30 lM in 50 mM, pH 7.0 phosphate buffer. Temperature raised at 2.5 "C/min, remained for 5 min in the targeted temperature
before spectra record.
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away a ligand from its binding partner and providing an energetic
barrier that a ligand needs to overcome, expressed in PMF. There-
fore, the higher the energetic barrier, the less probable the dissoci-
ation in the complex (Table 1). The following conclusions can be
drawn from the US calculations:

(i) HSA-DVN binding is stronger than BSA-DVN according to the
dissociation but not the MM-GBSA analysis.

(ii) Site-I of HSA is preferred by both DVN and DVT based on the
MM-GBSA calculations and to DVN according to the dissoci-
ation analysis. For DVT, dissociation analysis yields very sim-
ilar results for both sites.

(iii) The calculations showed that site-II of the BSA is preferred,
which does not agree with the literature and experimental
data.

All the above findings should be addressed carefully since the
dissociation analysis could not be expected to reflect the mechan-
ical behavior in the analyzed systems appropriately. When a ligand
is pulled away from the binding site and the protein’s backbone is
restrained, the modeled dissociation description is not entirely
physically correct since, in the absence of the restraints, the disso-
ciation does not occur in the simulation. Due to the applied
restraints, the protein is partially distorted, which could substan-
tially impact the results in terms of the PMF profile.

3.6. Dihedral angle analysis: Minimum energy conformations

For DVN and DVT bound in site-I of BSA and HSA, the change of
energy of the system was analyzed depending on the dihedral
angle between the planes of the ligands aromatic moieties, which
defined chirality and compared with the energy dependence on
the same angle for the unbound molecules. The complexes with
the lowest DG values were chosen based on the results shown in
Table S1. The starting point for each US MD simulation was at
the value of the dihedral angle near 120". This dihedral angle
was measured for the complex with the lowest 4G based on the
MM-GBSA calculations. For clarity, a range between #180" and
180" for the plots was chosen (Fig. 7). Therefore, the minimum 4
was the initial energetic value for each complex. Considering the
energetic barriers, only minima 3 and 4 should be considered since
it is improbable for the ligand to overcome the 15 kcal/mol barrier
separating these minima from two other ones. It is worth noticing
that only for the BSA-DVT complex, the global minimum was the
minimum 3 instead of 4. Altogether, these findings support that
the studied ligands bind with higher affinity to the HSA than
BSA, which agreed with the experimental results.

The free energy minima obtained by the dihedral angle sam-
pling were calculated using the MM-GBSA approach (Table 2).
The most contributing residues were defined and summarized in
Tables S2-S5 and Figs. 8 and 9. The MM-GBSA energy for minima
obtained by the dihedral angle rotation does not agree with the
US-derived energy values, highlighting the fundamental differ-
ences in the applied methodologies. Nevertheless, from the MM-
GBSA calculations, the per residue decomposition was extracted
and allowed to find the most important amino acid binders. These
residues are very similar independently of the angle value.

3.7. Quantum chemical calculation: Simulation of CD spectra

The CD spectra for DVT and DVN were obtained from quantum
chemical calculations. Fig. S8 shows the CD spectra for DVN and
DVT calculated for the four conformations corresponding to the
free energy minima using GAUSSIAN09. Then, weighted spectra
for the minima 3 and 4 were obtained based on each conformer’s
Boltzmann probability distribution (based on PMF, Fig. 7). Clearly,
the weighted spectra corresponding to minima 3 and 4 are differ-
ent (Fig. 10). From the fact that for HSA and BSA, different confor-
mations in different minima are dominant, corresponding
differences in spectra are expected for the complexes with these
two proteins. For DVT, the weighted spectra fit well with the
experimental data regarding the sign of the difference originating
from the protein organism source (compare Fig. 1 and Fig. 8). For
DVN, the weighted spectra were also dependent on the albumin
organism but did not follow the experimental result.

Fig. 4. Monitoring the displacement of DVT from BSA to HSA by inversion of ICD.
(A) ICD spectra of DVT (30 lM) in BSA (30 lM) and HSA (30 lM) in 50 mM, pH 7.0
phosphate buffer. (B,C) Titration of the complex BSA (30 lM) - DVT (30 lM) with
HSA monitored by DVT’s ICD.
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Fig. 5. Monitoring the displacement of DVN from BSA to HSA by inversion of ICD. (A) ICD spectra of DVN (30 lM) in BSA (30 lM) and HSA (30 lM) in 50 mM pH 7.0 phosphate
buffer. (B,C) Titration of the complex BSA (30 lM)-DVN (30 lM) with HSA monitored by DVN’s ICD. (D) Kinetic of DVN displacement from BSA due to addition of HSA. (E)
Titration of the complex HSA (30 lM)-DVN (30 lM) with BSA monitored by DVN’s ICD.

Fig. 6. Barplots represent free binding energy (4G) obtained from the MM-GBSA calculations for DVT-HSA/BSA (A) and DVN-HSA/BSA (B) complexes.
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Fig. 7. PMF of DVN (up) and DVT (down) in the unbound state and complexed with BSA and HSA from the US MD simulations.

Table 2
Analysis of the free energy minima (MM-GBSA).

Minimum no MM-GBSA, kcal/mol

BSA-DVT BSA-DVN HSA-DVT HSA-DVN

1 #18.3 #21.5 ± 2.3 #13.0 #14.6 ± 2.0
2 #19.0 #24.1 ± 2.0 #13.3 #19.8 ± 1.5
3 #26.7 #21.2 ± 3.1 #12.2 #15.6 ± 2.1
4 N/A #25.2 ± 2.1 #15.3 #16.6 ± 1.9
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4. Conclusions

The induction of chirality in a ligand due to the restriction of its
conformational space upon binding in the binding pocket of a pro-
tein can be a powerful analytical tool for studying protein–ligand
interaction. First, the phenomenon itself is an unequivocal demon-
stration of the complexation. Indeed, it is generated by interactions
with the amino acid residues of the binding site, leading to stabiliz-
ing a specific ligand conformation that, outside of the protein,
would not be preferential and, therefore, not chiral. Second, due
to its nature, the spectra of circular dichroism are usually less sus-
ceptible to spectral superposition and inner filter effects, which are
a drawback in molecular spectroscopy-based techniques. Here, a
new feature related to ICD was discovered, providing an advance
in its application to study albumin and its ligands. As we have
demonstrated, it was possible to monitor the movement of DVT
and DVN from BSA to HSA using the inversion of their ICD signals.
In other words, a competition of two proteins by the ligand was
monitored by CD in real-time. As the phenomenon is related to

the protein structural integrity, it could be applied to study other
factors that potentially affect the outcome and susceptibility of
albumins to the medium, the presence of different ligands, and
structural alterations. Using MD to estimate the contribution of
minima energy conformers and quantum mechanics to calculate
the weighted CD spectra, the inversion of the sign was consistent
with the experimental for DVT and, at least qualitatively,
explained. We propose the application of ICD inversion as a proce-
dure to study alteration in the structure of albumins and as a real-
time method to compare the binding efficacy of different organism
sources of this drug-carrier protein.
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Modeling glycosaminoglycan–protein complexes
Małgorzata M. Koguta, Mateusz Marcisza and
Sergey A. Samsonov

Abstract
Glycosaminoglycans are long linear and complex poly-
saccharides that are fundamental components of the
mammalian extracellular matrix. Therefore, it is crucial to
appropriately characterize molecular structure, dynamics, and
interactions of protein-glycosaminoglycans complexes for
improving understanding of molecular mechanisms underlying
GAG biological function. Nevertheless, this proved challenging
experimentally, and theoretical techniques are beneficial to
construct new hypotheses and aid the interpretation of exper-
imental data. The scope of this mini-review is to summarize
four specific aspects of the current theoretical approaches for
investigating noncovalent protein-glycosaminoglycan com-
plexes such as molecular docking, free binding energy calcu-
lations, modeling ion impact, and addressing the phenomena
of multipose binding of glycosaminoglycans to proteins.
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Introduction
Glycosaminoglycans (GAGs) are long anionic linear oli-
gosaccharides made up of disaccharide repeats [1] of
diverse composition (Figure 1). They are the key players
in numerous biological processes in the extracellular
matrix by establishing interactions with protein targets
as cytokines, growth factors, and collagen in the tissue-
specific context [2]. The disruption of GAG-directed
molecular mechanisms results in cancer [3,4],
Alzheimer’s, Parkinson’s diseases [5], and tissue regen-
eration abnormalities [6]. Although extensive research

has been conducted to understand protein-GAG in-
teractions, GAGs still represent considerable challenges
for both experimental and computational methods [7].
In the past decade, the computational analysis of
protein-GAG systems has demonstrated its potential
power to complement experimental procedures.
Despite the considerable progress in this field, there are
persisting serious computational challenges in the
treatment of GAGs owing to the determining role of
electrostatics, abundant solvent- and ion-mediated in-
teractions, high flexibility, pseudosymmetry, and peri-
odicity of GAGs. The protocols are still missing the
concept of GAG’s specificity, and there is a lack of
precisely developed approaches and available experi-
mental structures for GAG-containing systems. While
there are several excellent reviews focusing on compu-
tational advances in protein-GAG research offering a
more in-depth overview on this broad topic [7e9], our
mini-review concentrates on the four selected aspects of
modeling noncovalent protein-GAG complexes: molec-
ular docking; free energy calculations; roles of ions; and
multipose binding (Figure 2). We primarily focus on the
recent achievements in the field and provide the
necessary background.

Molecular docking of glycosaminoglycans
The computational field of GAGs is still lagging behind
the ones of proteins, nucleic acids, and small-drug
molecules which represent greater interest for the
research community. That is one of the reasons why
designing specific docking programs for GAGs is less
advanced than for other classes of biologically relevant
ligands. GAGs are known to be challenging molecules for
docking owing to their length, periodicity, flexibility,
linearity, and negative charge. Although some of their
interactions with proteins are specific [10], others are
electrostatically driven. All those properties make it an
arduous task to develop docking approaches containing a
sophisticated energy function tailored to GAGs that
would be precise and reliable for these highly flexible
and charged molecules. There is plenty of conventional
docking software originally optimized for other ligands,
and many of them have been applied to dock GAGs.
However, most of them do not perform at the required
quality level [11,12]. Therefore, only some were
deployed, and Autodock3 (AD3), which proved to be
the most successful [11,13] is the most widely used but
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still has flaws. The most fundamental one is the limit of
32 torsional degrees of freedom for the docked molecule
that renders longer GAGs (>dp8) unfeasible to be
docked flexibly. Therefore, most studies still focus on
short GAGs [13].

Among the docking programs dedicated to GAGs, based
on the AD program, there are Vina-Carb [14] and its
advanced derivative GlycoTorch Vina [15], which both
outperformed AD Vina [16] and Glide [17] for a protein-
GAG data set [15]. It is also worth mentioning that
there are online docking software servers such as
ClusPro [18], which in 2014 introduced heparin pa-
rameters [19], HADDOCK (High Ambiguity Driven
biomolecular DOCKing) [20], or SwissDock [21].
Despite their limitations, some of them proved suc-
cessful for several systems: ClusPro was used in a recent
study on SARS-CoV-2 (severe accute respiratory

syndrome coronavirus 2) and heparin sulfate in-
teractions [22], HADDOCK demonstrated its efficiency
in a GAG-related study where CXCL-8 (interleukin 8)
interactions with heparin were analyzed [23]. Alterna-
tively, one may manually place GAG near the predicted
binding site and follow the molecular dynamics (MD)
simulations to find the binding pose [24,25]. To over-
come the challenges experienced by conventional
docking, principally different approaches were built to
dock GAGs. As an example, Dynamic Molecular Dock-
ing, which is the combination of molecular docking and
MD, was proposed [26]. This steered-MD technique
applies the additional potential to move a GAG (ligand)
from a distant position toward the binding site on the
receptor’s surface. The major disadvantage of this
method is the required knowledge on a binding site,
which is not always available. Moreover, it may use heavy
computational resources owing to the required size of

Figure 1

Repeating disaccharide units of glycosaminoglycans with their SNFG representation.
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the periodic boundary box and the use of the explicit
solvent model. One more technique to dock GAGs that
also works for longer molecules is a fragment-based
approach [27]. In this method, the protein’s surface is
sampled by docking of GAG trimeric fragments, which
afterward are assembled in a long chain based on their
overlaps. This simple idea allows docking longer GAGs
without any limitations associated with their length.
However, if the GAG docking site is near the negatively
charged amino acid residues, this method could fail to
dock trimeric fragments near such residues. As a result,
longer docked GAG fragments would not be obtained. A
novel approach called repulsive scaling replica exchange
molecular dynamics [28] seems to tackle the mentioned
problems, and it performs well with GAGs [29]. In
repulsive scaling replica exchange molecular dynamics,
van der Waals’ radii are increased in different replicas
(while not affecting other types of interactions in the
system). It allows a robust and extensive search for the
proper binding sites and poses on the protein surface
while leaving the docked molecule and the receptor
sidechains flexible (Table 1). To summarize, there is still

room to improve protein-GAG docking tools that should
deploy GAG-specific scoring functions.

Free energy calculations of protein-GAG
complexes
Successful free energy calculations, which are crucial to
understanding protein-GAG systems, similar to molec-
ular docking, face the challenges originated in GAG
nature. A binding free energy analysis, molecular me-
chanics (MM)/Poisson-Boltzmann surface area, applied
for the first time to protein-GAG systems by Gandhi
et al. [30], together with its approximation MM/gener-
alized Born surface area, is most common for these
systems. In both approaches, the evaluation of the free
energy is described as a sum of in vacuo MM energy
terms and a solvation free energy term in implicit sol-
vent calculated for the minimized frames of the MD
trajectory in the implicit solvent [31]. Those techniques
proved to work in general satisfactorily but not yet
precisely enough [32,33]. When applied to protein-GAG
systems, these approaches demonstrated to be practical

Figure 2

Reviewed aspects of glycosaminoglycans in computational studies. Four aspects of glycosaminoglycans in computational studies discussed in this
review: molecular docking (top left); free energy calculations (top right); role of ions (bottom left); and multipose binding (bottom right). Free energy
calculations contain the equation describing energy being estimated from the free energies of protein (GP), ligand (GL), and complex (GPL).
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by properly ranking GAG-binding affinities. In addition,
they allowed for atomistic interpretation of the experi-
mental data within interdisciplinary studies [34,35].
LIE (linear interaction energy) is another, although less
popular, technique, for energy analysis of GAGs, and was
applied in several GAG studies [29,36,37]. In LIE,
electrostatic energy is calculated in vacuo and scaled by a
dielectric constant. Although this technique is compu-
tationally inexpensive, it is also less accurate. However,
if rigorously calibrated with extensive experimental
data, LIE can outperform other methods and could be
especially promising for scoring protein-GAG in-
teractions. A more accurate but computationally more
demanding tool for energy assessment is potential of
mean force that can be determined by, for example,
umbrella sampling, which can provide binding energy
and kinetic characteristics [37]. The potential of mean
force can also be obtained by using the Jarzy!nski equa-
tion in steered MD simulations [38]. However,
achieving convergence/low error margin is hard to
consider this methodology practical for quantitative
comparisons. Some techniques suggest replacing the
MM force field with QM (quantum mechanics) calcu-
lations or combining it into QM/MM methods [32,39].
Nonetheless, there was only limited interest and, hence
little research conducted with the use of QM/MM
methods in the GAG-related studies.

The role of ions in protein-ion-
glycosaminoglycan complexes
Ions play an essential role in physiology and biochem-
istry, and there are numerous experimental studies
describing interactions between GAGs and ions [40,41].
The importance of ions for protein-GAG systems was
shown experimentally for APP (amyloid precursor pro-
tein) [42], HCII (heparin cofactor II) [43], endostatin
[44], FGF1 (fibroblast growth factor 1), and IL-7
(interleukin 7) [45]. Zn2þ attenuation of the binding
affinity was demonstrated for endostatin-heparin in-
teractions [46]. Recently, several computational studies

highlighted the importance of ions in the context of
molecular modeling of protein-GAG complexes and
their free energy analysis to improve the protocols used
to treat the ionic environment in GAG-binding studies.
The effect of ions on protein-GAG binding using
modeling approaches was endeavored by Potthoff et al.
[47]. Their findings indicated that calcium ions either
bind to GAG before they interact with procollagen C-
proteinase enhancer-1 or stabilize the structure and
conformation of full-length procollagen C-proteinase
enhancer-1. Although several computational approaches
were used to predict calcium ionebinding sites on the
protein surface, considering calcium ions as part of the
protein receptor for docking does not apply to all sys-
tems. The latest theoretical findings by Kogut et al.
[37] suggested that the presence of calcium ions has a
tremendous impact on the annexineHP binding site.
This study aimed to get a deeper insight into protein-
ion-GAG interactions using in silico techniques to verify
the accuracy and sensitivity of the most deployed mo-
lecular modeling tools. The results indicated how
computational strategy might help to inspect annexin-
GAG interactions in the presence and absence of cal-
cium ions at the atomic level. Unlike Potthoff et al. [47]
Kogut et al. [37] considered the ions as a part of the
receptor using the already reported crystal structures of
protein-ion-GAG complexes for the analysis [48,49].
There was clear evidence suggesting that the presence
of ions influences the electrostatic potential of the
protein surface and renders the dissociation path and its
energetic characteristics for a GAG when inspected with
the umbrella sampling method (Figure 3). Altogether,
these findings contribute to understanding the short-
comings of computational methodologies applicable to
protein-GAG systems. The limited research in this field
is owing to the lack of available X-ray structures that
describe protein-ion-GAG complexes [50]. Another
challenge that needs to be faced is the appropriate
choice of ion parameters. As it was recently shown by
Guvench and Whitmore [51], GAG compactness could

Table 1

Comparison of four different docking methods and their properties. As an example of conventional docking tool, Autod—k3 was
chosen.

Method Conventional docking (AD3) Dynamic Molecular Docking Fragment-based approach RS-REMD

Speed Fast/Average Average/slow Average Average
Usage complexity Low Average High High
Protein flexibility No Full No Partial (sidechains)
GAG flexibility Partial Full Full Full
Solvent model Implicit Explicit Implicit Implicit
Binding site information Not required Required Not required Not required
GAG length < dp8a Unlimited Unlimitedb Unlimited

AD3, Autodock 3; GAG, glycosaminoglycan; RS-REMD, repulsive scaling replica exchange molecular dynamics.
a Docking GAGs longer than dp8 makes docking results unreliable.
b Poses limited to the surface electrostatic potential of the receptor.
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Figure 3

Modeling protein-ion-glycosaminoglycan complexes. (a) Electrostatic potential isosurfaces for annexin II (surface representation, in blue +4 kcal/mol/e) in
the presence and absence of Ca2+ calculated with the Poisson-Boltzmann surface area approach. (b) The heparin dissociation pathway for PDB ID 2HYV
complex in the presence and absence of Ca2+ calculated with the umbrella sampling approach. In dark red: initial position of heparin, and in dark blue:
final position of heparin. (c) The potential of mean force for the dissociation pathways corresponding to the simulations depicted in panel (b) [34].
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Figure 4

Multipose binding in protein-glycosaminoglycan complexes. Schematic representation of three possible modes of multiple binding in protein-GAG
complexes. The blue squares and purple diamonds represent two different monosaccharide units: (a) Multiple binding pockets on the protein surface for
one GAG molecule. (b) One binding site on the protein surface but different GAG conformations on binding. (c) Parallel and antiparallel orientations of
GAG binding. The gray ellipsoids represent protein surface with reducing (R) and nonreducing (NR) ends of the oligosaccharide chain in parallel and
antiparallel orientations.
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be significantly affected by the presence of ions,
whereas subtle differences in the applied force field
parameters for ions can have dramatic impact on the
dynamic and conformational behavior of the GAG
polymers. In numerous MM models, the ions are
spherical, and their interactions are determined exclu-
sively by LennardeJones parameters and the charge.
Saxena and Sept [52] introduced a model where the
total charge of an ion is distributed into n-dummy
centers that reproduce the ion’s coordination features
more appropriately. Similar models have also been pro-
posed for manganese [53], zinc [54], magnesium [55],
and nickel [56]. The appropriate design of computa-
tional experiments shall not be forgotten to avoid
confining the treatment to nonphysiological concentra-
tions of ions [41] as well as the adequate and thoughtful
analysis of the obtained results [57].

Multipose binding in protein-
glycosaminoglycan complexes
Multipose binding is the property of certain protein-
ligand complexes that exhibit different ligand binding
modes. The experimentally solved structures for such
complexes have been reported [58e60]. Atkovska et al.
[61] conducted a high-throughput docking study of small
molecules and implemented multipose binding in the
scoring procedure by considering multiple docking solu-
tions in binding affinity predictions. The take-home
message from this work was that careful consideration of
multipose binding in docking might give the ability to
predict the binding affinity more effectively. Imple-
mentation of multipose binding in the scoring scheme
yields a better assessment of the binding affinity of the
analyzed complex to a different extent depending on the
properties of the complex and the selection of the
considered poses. The power to distinguish various con-
tributions of each mode to the bindingmay lead to a more
efficient optimization process in rational design, as a
proper understanding of how each mode influences the
binding. Multipose binding is characteristic for GAGs
owing to their pseudosymmetry and periodicity. Figure 4
summarizes three potential modes of GAG multipose
binding. Rother et al. [62] evaluated interactions of native
and chemically sulfatedGAGderivatives on the activity of
TIMP-3 (tissue inhibitor of metalloproteinase-3). They
revealed that differences in their sulfation pattern might
be responsible for binding structures that implied GAG’s
multipose binding. Furthermore, Penk et al. [63] investi-
gated the interaction of chemokine (C-X-C motif) ligand
14 (CXCL14) by using in silico approaches, NMR spec-
troscopy, microscale thermophoresis, and analytical hep-
arin affinity chromatography. Results suggested that
distinct GAG sulfation patterns confer specificity beyond
simple electrostatic interactions that usually represent
the driving forces in protein-GAG interactions. They
determined in silico three binding sites, two of which were
energetically more favorable. The most favorable one

agreed best with the data on chemical shift changes ob-
tained byNMR spectroscopy. Although the binding poses
for different GAGs are structurally similar when visual-
izing the trajectories from MD simulations, there was
dependence of N-loop and C-terminal alpha-helix
residue contribution to GAGs binding on GAG type and
charge suggesting specificity of CXCL14-GAG in-
teractions. It is important tonote that aGAGcanbebound
in antiparallel energetically comparable orientations on
the protein surface, and these orientations are, thus,
difficult to distinguish not only experimentally but also
computationally [25]. The very first analysis of the impact
of the GAG chain polarity on the interactions with fibro-
blast growth factors 1 and 2was carried out by Bojarski and
Samsonov [64]. Heparin was predicted to bind to these
proteins in the same binding sites but with different ori-
entations, whereas the orientation reported in the exper-
imental structure might be favorable. The probability of
the bound GAG orientation change decreases with the
increase of heparin chain length. In addition, a GAG can
potentially change its orientation by dissociation followed
by re-association with the protein rather than rotation in a
bound state on the protein surface. This study provides a
novel view on the impact of the GAG polarity on the
specificity of protein-GAG complex formation d an
essential aspect in correctly understanding the intermo-
lecular interactions in these systems.

Conclusions
Although recent advances in computational power and
techniques have enabled us to take a step forward in
modeling noncovalent protein-GAG complexes, there is
still room for improvement. While there is plenty of
docking software available, the programs dedicated to
GAGs are limited and require careful consideration.
There was little interest in further refinement or devel-
opment of binding free energy calculation approaches
specifically for the protein complexes with GAGs as it
was for other protein ligands as proteins, nucleic acids, or
small-drug molecules. Because improved calculation
methods would be of great benefit in the GAG field, the
next promising step could be replacing the MM force
field with QM calculations or the combination of these
two. New theoretical protocols are being developed and
tested to study the interactions between proteins, GAGs,
and ions. Much progress has also been made on the
development of new models for ions. Therefore, it would
be of considerable interest to conduct comparative
studies for GAG-containing systems where several types
of ion parameters are used. Furthermore, the multipose
binding should not be disregarded in the GAG rational
design because this will help to improve binding sites and
pose prediction when experimental data are unavailable.
Altogether, protein-GAG system modeling, although still
being in the early phase of its development, contributes
substantially to overcoming the significant challenges in
this research field.
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